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ABSTRACT

The purpose of this paper is to investigate the existence, uniqueness, and stability solution to a non-
linear system of integro-differential equations by using both methods Picard approximation and Banach
fixed point theorem. The existence, uniqueness, and stability theorems are established under necessary
and sufficient conditions of closed and bounded domain.
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1. INTRODUCTION

Differential equations that involve both
integrals and derivatives are referred to as
integro-differential ~ equations.  EXxistence,
uniqueness, and stability solutions of new first-
order of integro-differential equations have been
extensively studied. Numerous domains,
including physics, engineering, and biology, can
benefit from the use of these equations
(Coddington, and Levinson, 1955; Struble,
1962; Burton, 2005).

The existence and uniqueness of solutions
for first-order of integro-differential equations
on bounded domains have been studied in
several research papers. Guo, Liu, and Zheng et
al. studied the existence and uniqueness of
solutions for first-order integro-differential
equations in Banach using the upper and lower
solutions method and the monotone iterative
technique (Guo et al., 2019; Mahdi Monje, and
Ahmed, 2019; Butris, and Abdi, 2021).

Further, requirements for the local
existence, uniqueness, extendibility, and
continuity of solutions to a general integral
equation with numerous, variable lags were
given by Bownds, Cushing, and Schutte
(Chalishajar and Kumar, 2018; Hale,1977).

The solutions of specific Volterra type
equations using Krasnosel'skii's fixed point
theorem (Maleknejad, and Alizadeh, 2009;
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Islam, and Raffoul, 2013). Other papers include
the study of the existence, uniqueness, and
stability solutions of integro-differential
equations with retarded argument and
symmetric matrices (Butris, 2015; Kumar, &
Baleanu, 2020), and the operator equation and
bounded solutions of integro-differential
equations (Ramesh, & Sathiyaraj, 2013).

Butris, and Hasso (1998) studied various
theorems on existence and uniqueness of system non-
linear integro-differential equations using both the
Banach fixed point theorem and the Picard
approximation approach, which were proposed by
(Rama, 1981).

dx

dt

t+T

(A+ B(t))x(t)f(t,x(t),.[ g(s.x(s))ds (@)
t

In this work, we prove the existence, uniqueness
and stability solution for another system of non-
linear integro-differential equations.

Consider the following system of integro-
differential equations which has the form:

d

& = (A + BUO+ X0,y 20,10
d

= (42 + By ()Y + 96, x(0),¥(0, 20, v(9) p (1)

dz
25 = (4s + Bs(0)7 + h(t,x(6), y(£), 2(8), 0 (£))
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where

t
u(t) =f G(t,s)x(s)ds,

v(t) = f_tooH(t, s)y(s)ds and

t
o(t) = f K(t,5)z(s)ds

Let the vector functions f(t, x,y, z, 1)
,9(t,x,y,2,v)and h(t, x,y, z, o) be defined
and continuous on the domains:
(t,x,y,z,u) € R* X G,
(t,x,y,z,v) € Rl X G,
(t,x,y,2z,0) € R' X Gy
where Gy = (—00,00) X D X D; X D, X D,

G, = (—0,0) X D X D; X Dy X D,

Gy = (—0,00) X D X D; X Dy X D,
where D, D; and D, are closed bounded
domains subset of R™. Also D,, D, and D,; are
bounded domains subset of R™.

Assume that the vector functions
flt,x,y,z,u),9(t x,y,zv)and h(t,x,y,z,0)
satisfy the following inequalities:
If (& x,y,z, Wl < M,
lg(t,x,y,z, V)|l < M,

Ih(t, x,v,2,0)ll < M3
If (t, x1, 1,21, 1) — f(& X2, V2, 22, p2) ||

< Lyllxg — x20l + Lally; — w2l

+ Lsllz; — z,||

+ Lallpy — w2l €))
g (t, x1,y1,21,v1) — g(t, X2, V2, 22, V)|

< yillx; — 0l + v2llys — yall

+v3llzy — 2|l

+ Vallvy — vzl (5)
|h(t, x1,y1,21,01) — h(t, %3, Y2, 22, 52)||

< p1llx; = %2l + p2llys — y2 |l

+ ps3llzy =zl

+ palloy — ol (6)
for all t €RY,x,x1,x, €ED,y,y,,V, €
Dy, 2,271,275 € Dy, U, 1y, U3 € Dy, v, v1, V2 € Dy
and g, 04,0, € D;.where My, M,,M3,Lq, L,
L3,La,¥1,V2Y3. ¥4  and  py,py,p3,p4  are
positive constants. Also the singular kernels
G(t,s), H(t,s) and K (t, s) satisfy the following
conditions:
NG9l < Q4
IH (9l < Q
IK (&, )1l < Q3

(2)

(3)

()
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where Q4,Q, and Q5 are positive constants.
Also, Ay = (Aq;;), Ay = (A1), A3 = (Asy)),
By = (B1ij), B, = (Byjj)and B3 = By;; are

non-negative matrices and ||.|| = max|.]|,
te[o,T]

satisfy the following inequalities:
le# 2| < w,
le#2=2| < w,
le#s @] < s
1B, DIl < 9,
1B (Ol <9,
I1Bs (Ol < I3
lIxo Il < 8o
lyoll < 6,
lzoll < 6
where w4, w,, w3,91,9,,93,8,6; and &, are
positive constants.
Define non-empty sets as follows:
Df = Gy — w,b(9,8, + M)
Dy = Gy — w,b(9,6, + My)
Dy, = G3 — w3b(936;, + M3)
Furthermore, assume that the largest Eigenvalue
of the matrix

(8)

)

(10)

(11)

N;b bwiL, bw;l;

A= <bw2y1 N,b bw2y3> less than one
bwsp; wzpb  N3b

Since the matrix A has eigenvalue

1 2
(G, (¥ % (P2 — 4¥1¥3)2))5 < 1

Wl == b[Nl + NZ + N3],
¥, = b*[=N;N, — NyN3 — N; N3 + w,w3Y3p;
+ wywaLyyy + wyw3Lspy]
V3 = b3[N1N2N3 — Waw3Y3Pp2 Ny
— wwy L,y N3y,
+ wiww3l, Y30
+ wiwyw3L3y10;
— wyw3L3N;pq
WhereN1 = (1)1(7.91 + ll + l4Q1),N2 = Wy (7.92 +
Y2 +v4Q2) and N3 = w3 (93 + p3 + p4Q3)
Suppose that the sequence of functions
{Xm (O} m=0, Ym (O }m=0 and {z(H)}m=o are
defined by the following:
X1 (t)
= xoeAlt

t
+ [ MBS ()
0

+ £($,xm(8), Ym ($), Zm (5), m (s))]ds  (13)
x(0) =x,,m=0,12,..

(12)
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Ym+1(6)
= ypelt

t
+ f eA2(=)[B, () y (s)
0

+ 9(8,%m (), Ym (), Zin (5), vin (s))]ds (14)
y(0) =y,,m=0,12, ...

Zm+1(t)

= zyest

t
+ f €429 [By (5) 2 (5)
0

+ h($, X (), Ym (), Zm (s) , o (5))]ds  (15)
z(0) =2z, m=0,1,2, ...

2. EXISTENCE SOLUTION OF (1)

Existence of a solution for the system (1) has
been proved by using Picard approximation
method.

Theoreml: Let the vector functions
ft,x,y,z,1), 9t x,v,2,v) and h(t,x,y,2,0)
are defined and continuous on the domain (2)
and satisfy the inequalities from (3) to (10) and
conditions (11) and (12).Then the sequence of
functions (13),(14) and (15) convergent
uniformly on the domains:-

(t,xo) € R' X Dy

(t,y0) € R x D, (16)
(t,Zo) S R1 X Dh
x(t)
to the limit functions | y(t) | satisfy the
z(t)

following integral equations:
x(t)

= Xp€

t
+f e41E=9[B, (s)x(s)
0

At

+f(s,X(S).y(S),Z(S),fs G(s,T)x(t)dt]ds (17)
y(©)

= ypett

t
+ [ %I B,G)ys)
0

+g(s,x(s),y(s),z(s),f H(s,7)y(t)dt]ds (18)
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z(¢)

== Zoe

t
+f e43(t=9)[B; (s)z(s)
0

Ast

+ h(s,x(s),y(s),z(s),fs K(s,7)z(t)dt]ds (19)

a unique solution of (1), provided that :
12 () = x0 ()l
lym () — yo Il
Iz (£) — 2o (D)l
w1 b(9, 80 + M)
<| w,b(9,6, + M)
w3b(936;, + M3)

(20)

llx () — xm (Bl
ly®) — ym @Il | < A™(E - N tay (21)
lz() — zn (Ol

where

w1b(¥,8¢ + M;)

a; = | wb(9,61 + My)
w3b(936; + M3)
Proof: By mathematical induction the

sequences (13),(14) and (15) when m =0,
provided that:
|2t (£) — X0l < w1b(I160 + My)
1y (€) = yoll < w,b(9,6, + M3)
|z (t) — Zoll < w3b(I36, + Ms)
i.e. X (t) € G, ym(t) € Gy, 2z, (t) € G3,x, €
Df,yo € Dg and zy € Dy,

Next, we have to prove that the sequences
(13),(14) and (15) convergent uniformly on
(2) whenm = 1, to have

llx2(8) — %, (Dl SJ [ [ EAG] [ EAS)
0

= Xoll + Ly [lx1(s) = xoll

+ L |ly1(s) — woll
+ L3z, (s) — 2|

L, f 16 (s, Dlllxa (2)
— x,l|ldT]ds
t
< f 1[0 1x1.(5) = xoll + L [1%1 (5) — %o
0

+ Ly lly1(s) — yoll
+ L3z, (s) — 2l
+ Ly Q1llx1(s) — xol]ds

(22)
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t
< f 1[0 + Ly +LaQ)llx, () — o
0

+ Lally1(s) — yoll

+ L3z, (s) — zll]ds

< Nytlloey (8) = xoll + twy Ly lly, (€) = yoll
+ twq L3z, () — z,||

Also,
ly2 (&) =y (@l

and

< twayqllxg (&) — x|
+ Nytlly; (8) — yoll
+ twyysllz (t) — ol

122 (t) =z (Dl

< twzpq|lx1 () — x0l
+ w3pztlly, (£) — yoll
+ tN3||z, (t) — zo||

By induction, we get
1Xm+1() = xm (Ol

< Nitllxg, () — xp—1 (Ol
+ twi Ly |lym () — ym—1 (Ol
+ twq L3|z, (t)

= Zm-1 (0|

1Ym+1 (@) = ym Ol

< twy Y1 |1 (8) — xp—1 (O
+ Nat|lym (t) — Yim—1 (Ol
+ twyysllzm (t)

- Zm—l(t)”

1Zm+1 () = zm D

So, from (23) to (25), we get that

< twspp 1%y (£) — xXp—1 (O]
+ w32 tllym (£) = ym—1 (Ol
+ tN3”Zm(t)

= Zm-1 (0|

1241 (€) = 2 (Ol
1ym+1 () = ym (Ol
”Zm+1(t) - Zm(t)”

|

twyyr  Nat  tw,ys
twzpy twzp; tN3

Nit twql, tw1L3> (llxm(t) — Xm—1 (Ol

D41 (0) < A()M2,

[t (t) =

Om

1241 (6) — X (Ol
lym+1(t) = ym (@Ol
Iz 41 () — Zm (Ol

12 (€) = Xm-1 (Ol
1Y () = ym-1 (@)l
12 (£) — Zm—1 (O]

1 () = -1 (Ol
1 () = Zm—1 (D)
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Nit twql, tw1L3)

and A(t) = (thyl Nzt tw2y3
twzp;  wzpat  tN3

Now for taking the maximum value of both sides
of the inequalities (26) gives
Qi1 () < A2y, (27)
where A = max_A(t), we obtained that

te[o,T]

Nib bwiL, bw;il;
A= <ba)2y1 N,b bw2y3>
bwspy  w3pb  DN3
By repetition (27), we get

Qi1 (0) < A™ay (28)
So,

m m

Z 0n; < Z A tay (29)
i=1 i=1

By using (12), then the series (29) is
convergent uniformly that is

lim Y 2;,= ) A7'ay = (E - AN)"'a; (30)
xm (t) x(t)
Let lim | v,,(®) | =1 y() (31)
"\ em®)  \2®

Since the sequence of functions (13), (14) and
(15) are define and continuous in the domain

x(t)
(2) then the limiting vector functions | y(t) |is
z(t)
also defined and continuous on the domain (2),
x(t)
hence the vector functions | y(t) | is a solution
z(t)
of (1).
Theorem 2. With all hypotheses and conditions
x(t)
of theorem 1. Then | y(t) |isa unique solution
z(t)
of (1).
x*(t)
Proof: Suppose | y*(t) ] be another solution of
z"(t)
(D.
That is
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x*(t)
= Xp€

t
+ [ emEIB ()
0

+ f(s,x*(s),y*(s),z*(s), u* (t)]ds (32)
y ()
= ype2!

+ [ % B, (52 ()
0
T g(s,x*(), (), 2° (), 0" (©)]ds (33)

and

z*(t)

= zyedst
t

+ [ M By ()7 )
0

+ h(s, x*(s),¥*(s),z*(s), v*(t)]ds (34)

At

Now,
lx(®) —x* (DI < J le21 | B () Hx(s)
0

= X"+ Lillx(s) = x* ()]
+ Llly(s) =y (sl
+ Lsllz(s) = z" ()|

L, f 16Cs, DIl
—x*(7)||dt]ds

t
< j 1[04 15() = 2 G| + Ly llx(s) = 2 (5
0

+ Ly ly(s) — y* (sl
+ Lg||z(s) — 2" (s)]|
+ L4 Q4 lx(s) — x*(s)|l]ds

t
< f 01 [(91 + Ly + LaQ)Ix(s) = x* ()|
0

+ Lally(s) =y )l

+ Lsllz(s) —z"(s)ll]ds
llx(®) —x" Ol < Nytllx(e) —x" @l

+ twi Lz lly(@®) =y @Il

+ tw Lsllz(t) — 2" (©)I] (35)
and
ly(®) —y* @Ol < twyyllx(®) — x* @)l

+ Notlly(®) — y* (Ol

+ twyysllz(®) — 2 (O] (36)
Similarly,
z(t) — z* ()| < twzpqllx(®) — x* @)l

+ w3p,tlly(@) —y* (Ol

+ tNsllz(t) —z* (DIl (37)
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The inequalities (35),(36) and (37) in the
vector form:

lx() — x* (D
ly(®) = y* @Il

lz(®) — z* (Ol
Nib bwil, bwiLs\ [|lx(@) —x* @Ol
S<bw2]/1 N;b bwzh) ly@® —y Ol ) (38)
bwspy  w3zpb th /\ ||z(t) — z* (D)l

From the condition (12) , the system (1) has a
unique solution on the domain (2).

3. STABILITY SOLUTIONS OF (1)

In this section, we investigate the stability
solution of the system (1), by using the
following theorem:

Theorem 4. If the inequalities (3) to (12) are

()
satisfied and (y** (t)) which is another solution
2 (t)

x(t)

of (1), thenthe solution<y(t)> isstable vt >
z(t)

0.

where

x**(t)

— xs*eAlt

¢
+ f e41E=9[B, (s)x**(s)
0

+f(s,x7(s), ¥y (s), 27 (s), W™ (s)]ds
y**(t)
=y5'etzt

t
+ [ e CIB )y ()
0

+ g(s,x™(s),y™(s), 2" (s), 0™ (s)]ds
and

= zg*efst
t
+ f e43(t=9)[B5(s)z"* (s)
0
+ h(s, x**(s),y**(s),z"*(s),v*™*(s)]ds
Proof:
llx (&) — x™ (@Ol
< llxo — x5° [+ @|
+ N1bllx(t) — x* (@Ol

+ b, L, |ly (&) —y™ @l
+ bw,Ls||z(t) — z** ()|
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But [|le41®|| < By, B, > 0 and by the definition
of stability for ||x, — x5*|| < &; we have
llx () —x* (@)l
< Ry 1 + Npbllx (@) — x™ (O]
+ b Ly |ly() =y (Ol
+ bw, Ls||z(t) — z™ (O] (39)
Also,
ly(@©) =y @l
< llyo — y5°ll||e42®||
+ bwyyy|lx(€) — x™ @I
+ Noblly (@) —y* (@)l
+ bw,ysllz(t) — z (o)l
In addition, But ||e42®|| < B,, B, > 0 and also
by llyo —y5"ll < R gives
ly (@) =y @Il
< N2.82
+ bwyyy llx(8) — x™ @I
+ Noblly (@) —y™ (©)l
+ bw,ysllz(t) — z* ()] (40)
() =z Ol < llzo — 25" |l|| e
+ bwzpqllx(©) — x (@)l
+ w3pzblly () —y™ (Ol
+ bNs||z(t) — 2z ()|
But |le4*®| < Bs ;>0 and using the
definition of stability for ||zo —z5*[| < N3
produces:
lz(t) — 2z (O] < R3pB;
+ bwzpqllx (@) —x (@)l
+ w3p2blly (@) —y* @Ol
+ bNs||z(t) —z= (O (41)
Rewrite the inequalities (39), (40)and (41) in
vector form, gives
llx () — x™ (@)l
ly@) —y= @Il
lz(®) — 2z @)l

N161
< (N252>
N3f3

llx(6) — x™ (@Ol
ly(@® =y @Ol
lz(®) —z™ (@Il
the condition (12) and the definition of
stability (Ramma 1981) , yields

llx(£) — x| €
ly@) —y=@®I ] | < <€2>, €,,€,, E3>
€3

llz(t) — z* (Ol

+A
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0.
x(t)

Therefore, | y(t) | are stable for all ¢ > 0, thus
z(t)

the equation (1) is stable on the same interval.

4. ANOTHER RESULTS THE SYSTEM OF
THE SOLUTION (1)

We can study the solution of integro-
differential equations by using Banach fixed
point theorem .

Theorem 3.Assume that the vector functions
flt,x,y,z,u), gt x,yzv) and h(t,x,y,z,0)
are defined and continuous on the domain (2)
and satisfy all inequalities and conditions of
theorem 1 . Then the system (1) has a unique
solution on the domains (2).

Proof: Let (D, ||.||) is a Banach space. Define a
mapping T on D by:

Tx(t)
= Xxge

+f e41(E=9[B, (s)x(s)
0

+ £ (s,x(s), y(s), 2(s), u(s)]ds

Aqt

(42)

Ty(t)
= yoe’zt

t
¥ f e 429 [B, ()y(s)
0

+ g(s,x(s),y(s),z(s),a(s)]ds
and

Tz(t)

= zoe4st

t
+j e43(t=)[B5(s)z(s)
0

+ h(s, x(s), y(s), z(s), v(s)]ds (44)
It easy to prove that Tx(t), Ty(t) and Tz(t) €
D

(43)

Now, let x(t),y(t),z(t),x*(t),y*(t) and
z*(t) € D,
Then,
ITx(&) — Tx* (Ol
< Npb|lx () = x* (@Ol
+ bwi L lly(@®) =y @l
+ bw, L3llz(t) — z* (@) (45)
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Also,
ITy(@) — Ty @Il
< bw,yqllx(@) — x* (Ol
+ Nyblly(t) —y (Ol
+ bwyysllz(t) —z* (I (46)
ITz(t) — Tz* (Ol
< bw;py|lx(t) — x* (Ol
+ wzp2blly (@) — ¥y (Ol
+ bN;||z(t) — z* (Ol (47)
Rewrite the inequalities (45), (46) and (47) in
vector form:
ITx () — Tx* (Ol
ITy () — Ty @Ol
ITz(t) — Tz* @)l
N;b bwiL, bw,Ls\ [||ITx(t) —Tx*(t)||
< (bwzh N,b bwz}/g) ITy(@) — Ty @Il

bwsp;  wszp,b bN3/ \|[Tz(t) — Tz*(t)|
Tx(t)
By using the condition (12), so that [ Ty (t)
Tz(t)
is a contraction mapping such that
Tx(t) x(t)
Ty(t) | =| y(t) |is afixed point on
Tz(t) z(t)

D and its a unique solution of the system (1) .

5. Conclusion.

This paper is study the existence, uniqueness, and
stability solution to a non-linear system of integro-
differential equations by using both method Picard
approximation and Banach fixed point theorem.
Theorems are established under necessary and
sufficient conditions of compact. Spaces.

REMARK. Our solutions are global when we
use the Picard approximation method while we
get the local solutions by using the Banach fixed
point theorem.
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