
 

Comparison of Kernel Support Vector Machine in 
Predicting Judges' Decisions at the Bekasi District 

Court   
  

 
Harry Dwiyana Kartika

a1
, Getah Ester Hayatulah

b2
, Ali Khumaidi

a3 

a
Faculty of Engineering, Universitas Krisnadwipayana, Indonesia 

b
Faculty of Law, Universitas Krisnadwipayana, Indonesia 

e-mail: 
1
harry_d@unkris.ac.id, 

2
getahester@unkris.ac.id, 

3
alikhumaidi@unkris.ac.id    

 
 

Abstrak 
Proses persidangan suatu perkara pidana di Pengadilan Negeri Bekasi tahun 2019-

2021 rata-rata lama proses untuk memutuskan perkara oleh hakim adalah 65-an hari. Pada 
penelitian ini mengusulkan penggunaan machine learning sebagai alat bantu untuk 
mempercepat keputusan hakim. Data penelitian yang digunakan adalah jenis acara pidana 
biasa dengan status perkara minutasi yang dipublikasikan sebanyak 1.642 kasus. Proses 
pengolahan data mengunakan python dengan preprocessing data case folding, remove 
punctuation, tokenization dan removal stopword kemudian untuk pembobotan kata 
menggunakan TF-IDF. Untuk memprediksi putusan lama pemidanaan menggunakan 
pendekatan klasifikasi Support Vector Machine. Hasil perbandingan pemodelan klasifikasi 
menggunakan SVM dengan 4 kernel yaitu linear (89,4%), RBF (88,4%), sigmoid (88,4%), dan 
polynomial (89,1%). Kernel SVM terbaik adalah kernel linear dengan nilai akurasi sebesar 
89,4% dan nilai error sebesar 10,6%. 

  
Kata kunci: Kernel, Pengadilan Bekasi, Prediksi, Putusan Hakim, SVM 

  
Abstract 

The trial process of a criminal case at the Bekasi District Court in 2019-2021 the 
average length of the process for deciding cases by judges is 65 days. This study proposes the 
use of machine learning as a tool to speed up judge decisions. The research data used is the 
type of ordinary criminal procedure with the status of published cases of 1,642 minutations. The 
data processing uses python with preprocessing case folding data, remove punctuation, 
tokenization and stopword removal then for word weighting using TF-IDF. To predict the long-
term sentencing decision using the Support Vector Machine classification approach. The results 
of the comparison of classification modeling using SVM with 4 kernels are linear (89.4%), RBF 
(88.4%), sigmoid (88.4%), and polynomial (89.1%). The best SVM kernel is a linear kernel with 
an accuracy value of 89.4% and an error value of 10.6%. 

  
Keywords : Bekasi Court, Judge's Decision, Kernels, Prediction, SVM 
 
 
1. Introduction 
 The industrial revolution 4.0 paradigm demands human change, starting with the way of 
life and thinking and relationships with others. This era replaced the entire old system with new 
ways in various human activities, not only in the field of technology but also in other fields such 
as economics, society, and politics so that all aspects of the line began to be automated. 
Automation in this era is converged with internet network technology. This is a trend of 
automation and data exchange in manufacturing technology that is used to achieve maximum 
efficiency so that it can produce a new digital-based model [1]. Technological innovation is very 
much needed in this era because it is an opportunity for businesses to remain competitive in the 
midst of increasing operational costs and shifting economic demands. In Indonesia, too, 
currently working on the concept of the Industrial Revolution 4.0 entitled Making Indonesia 4.0 
through the Ministry of Industry. 

In the era of the industrial revolution 4.0, courts were directed to provide accessibility 
and reuse of public sector information and to publish cases considered online. The idea of 
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automation is not something new in the legal field. In the 1990s there was Lexis-Nexis and 
Westlaw which made it easier to find data. Several technologies that support other areas of law 
have also been developed. In forensic linguistics using text classification, detection of a 
person's personality, gender identity and age [2]. Doctrinal research methods have been used 
for a long time, which include the interpretation of laws and practical problem solving, over time 
have developed towards a systematic, innovative with simplification [3]. The systematic 
exposition of rules on doctrinal law develops with the ability to analyze the relationship of 
probability, difficulty and prediction of the future [4]. With the documentation of the court 
decision process that can be accessed by the public and the development of machine learning, 
several studies that facilitate understanding cases using a quantitative approach are applied in 
understanding traditional law.[5], [6]. 

In the trial process of a criminal case at the Bekasi District Court in 2019-2021, the 
average length of the process required to decide a case by a judge is 65 days. The use of 
machine learning and technology can help ease the work of judges in deciding cases. One 
solution to the problem that is currently being developed is to use artificial intelligence 
technology. The ability of artificial intelligence related to human language processing, especially 
in court claims used in this study is the natural language processing (NLP) method [7]. NLP is a 
method that examines the interaction between humans and computers using human language 
[8]. The hope of this research is that it can assist judges in determining decisions so that case 
handling can be completed faster and more efficiently. The automation is solely to assist the 
performance of judges in identifying and extracting patterns that lead to the decision of a case.. 
  
2. Research Method 
 The data used in the prediction modeling are criminal cases in the Bekasi District Court 
for 2 years, 2019-2021. The type of data used is secondary data in the form of recapitulation of 
criminal cases at the Bekasi District Court from January 2019 to January 2021, totaling 1,642 
cases in the form of prosecutions for ordinary crimes and decisions based on the length of a 
sentence with the status of a minutation case. Figure 1 is a sample of raw data before it is 
processed into machine learning. 

The variables used in this research plan are the Letter of Demand (demand) and the 
Length of the Sentence (Decision). A lawsuit is a letter that makes proof of an indictment based 
on evidence that has been revealed at trial. In addition, it is the conclusion of the public 
prosecutor regarding the guilt of the defendant which is accompanied by a criminal charge. The 
verdict is the detention of a person's freedom for committing a crime. The class is determined 
based on the maximum length of sentence for each type of crime. If the sentence is 1 year, it 
will be included in the class for more than one year, if 1 year, it will be included in the class for 
less than one year. 

The software used in this writing is Microsoft Excel 2021, Python, and Anaconda3-
2022.05-Windows-x86_64. There are data analysis methods used in this study, namely: 
1. Text Mining, in this case, the data preprocessing used is case folding, remove punctuation, 

stopword removal, and tokenization. Then for word weighting using TF-IDF. 
2. The SVM method is used to classify and predict the length of sentencing. The SVM used is 

linear SVM, RBF, sigmoid, and polynomial. 
 

Figure 2 is the research stage in the development of a judge's decision prediction 
classification model. 
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Figure 1. Sample raw data 

 

 
Figure 2. Research stages 

 
SVM classification used is linear, polynomial, sigmoid, and RBF kernel [9]. 

Comparisons are needed to determine the accuracy of machine performance in classifying the 
four kernels. So the best kernel will be found. The stages can be seen in Figure 3. 

 
Figure 3. Stages of classification and prediction using SVM 

 
 
3. Literature Study 
3.1. Text mining 

Text mining is a process that extracts information in large text collections and 
automatically identifies interesting patterns and relationships in textual data [10]. Text mining is 
a combination of several mathematical techniques, statistics, linguistics, data mining, machine 
learning, and information retrieval. The research stages include preprocessing and text 
extraction, analysis and statistical processing. Text mining will extract information from a 
collection of documents. The data used in text mining is a collection of text that has an 
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unstructured data format, or at least semistructured. The text mining process is divided into 3 
main stages, namely, text preprocessing, pattern discovery, and text transformation [11]. 
1. Text Processing 

This stage is the initial stage in Text Mining. Text preprocessing is done to remove parts 
or text that are not needed so that they get quality data for execution or so that the mining 
process is more accurate [12]. In this study, the text preprocessing used is: 
a. Case folding: Converts all letters in the document to lowercase. 
b. Remove Punctuation: Remove punctuation in document 
c. Tokenization: Converts a bunch of text into words 

 
2. Text Transformation 
3. Text transformation is the process of representing the document. The concept used is the 

"bag of words" model and the vector space model. This process includes the formation of 
basic forms of words and reduction of dimensions in the document [13]. In feature 
generation, there is feature selection, namely the selection of features or the next stage of 
dimension reduction in the text transformation process. Feature selection used in this study 
are: 
a. Stopwords Removal: Eliminate words that are not characteristic (unique words) from a 

document. 
b. Stemming and Lemmatization: Transforms words contained in a document into root or 

base words 
 
3.2. Weighting Term Frequency-Inverse Document Frequency 

The Term Frequency-Inverse Document Frequency (TF-IDF) method is a method of 
assigning weight to the relationship of a word (term) to a document. Term weight is an indicator 
of the word, because the importance of each word is different [14]. Word weighting is influenced 
by the following: 
1. Term Frequency (TF) is the weight of the word in the document which is determined from 

the occurrence of the word. The weight will increase with the number of occurrences of the 
word. 

2. Inverse Document Frequency (IDF) is a method of checking for word dominance. Common 
terms can be reduced and words that rarely appear need attention. 
 

3.3. Support Vector Machine (SVM) 
The Support Vector Machine (SVM) by Boser, Guyon, Vapnik was introduced in 1992 

[15]. The concept of SVM is how to form the best hyperplane in the input space. The best 
hyperplane is obtained when the margins and classes are at their maximum point. The 
outermost data distance from the class and hyperplane is called the margin. The closest pattern 
in each class is called the support vector [16]. SVM is a variant of the linear machine so it can 
only be used to solve linearly separable problems. However, in its implementation, linear data 
problems are rarely obtained. However, with the development of SVM, many SVM cases are 
non-linear. The solution to this case is to include the concept of a kernel trick in a high-
dimensional workspace. These computational techniques are kernel tricks formulated in 
equation (1). 

  (1) 
 

The results of the classification of the data obtained equation (2). 

 (2) 
 

There are various types of functions that can be used as kernel K as shown in Table 1. 
 

Table 1. Various Kernel Functions 

Kernel Functions Definition 

Linear 
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Radial Basic Function (RBF)  

 
Sigmoid 

 
Polynomial 

 
 
 
4. Result and Discussion  
4.1. Descriptive analysis 

In this analysis, the researcher describes in general the case statistics report data 
(http://sipp.pn-bekasikota.go.id/statistik_perkara) of the Bekasi District Court from January 2019 
to January 2021 regarding criminal cases. The number of criminal cases in the last 2 years, 
namely from January 2019 to January 2021, there were 18,326 cases. It is known that from 
2019 to 2020 it has decreased. Meanwhile, in 2021 it cannot be explained because the data 
used is only 1 month data. This means that crimes and violations in Bekasi can be seen to have 
decreased in the last 2 years. 

Criminal cases based on the type of criminal procedure are divided into 3 types of 
crimes, namely ordinary crimes, short crimes, and also quick crimes. Of the 3 types of criminal 
proceedings, it can be seen that the type of criminal procedure that has the most cases is 
ordinary crime. This means that in many cases the final form of the case is a decision. And in 
this study, researchers only used the type of ordinary criminal procedure, so the data used was 
1,860 cases. Of the 1,860 cases based on the type of ordinary criminal procedure, they still had 
to be classified according to the variable sought with the status of a minutation case, and 123 
cases were obtained with other status cases (revocation of cassation case, notification of 
cassation decision, notification of PK decision, notification of appeal decision, cassation 
decision, and etc). So that there were 1,737 cases with minutation cases. In addition, this study 
uses published criminal cases. The published cases are about 95% of the total criminal cases 
and the unpublished cases are about 5% of the total criminal cases which means the data is 
disguised. So that it can be seen that the cases that can be published and used by researchers 
are only 1,642 cases published with minutation cases or about 95% of the total ordinary criminal 
cases in the Bekasi District Court from January 2019 to January 2021. 

The total number of data used for classification is 1642 cases. Where the amount of 
data for classes more than 1 year is more than the data for classes less than 1 year. This 
means that in the Bekasi District Court many criminal cases have been detained for more than 
one year. In Figure 4 is the word cloud of the demand variable. Word Cloud is a word that is 
often used in all documents, the larger the word size, the more often it is used. It can be seen 
that the words that are often used in the variable demands are the words 'article', 'paragraph', 
'goods', 'evidence', 'amount', 'rp' and so on. There are quite a number of names appearing in the 
wordcloud because in each document the name is mentioned repeatedly. 

JURNAL ILMIAH MERPATI VOL. 10, NO. 3 DECEMBER 2022 p-ISSN: 2252-3006
e-ISSN: 2685-2411

Comparison of Kernel Support Vector Machine in Predicting Judges’ Decisions at the Bekasi
District Court (Harry Dwiyana Kartika)

149



 

 
Figure 4. Word cloud demand variables 

 
4.2. Data Preprocessing 

The first stage before data classification is preprocessing the data first. It aims to clean 
and eliminate unnecessary text in the data. There are several stages of data preprocessing 
used in this study, such as Case Folding, Removing Punctuation, Tokenize, and Stopwords 
Removal. Figure 5 is the initial data before preprocessing the data.  

 
Figure 5. Initial data before preprocessing 

 
At the case folding stage, all uppercase words are changed to all lowercase letters, 

especially in the TUNTUTAN and LAMA PEMIDANAAN columns can be seen as in Figure 6. 
After case folding is done, after that, the characters in words other than letters are deleted, as 
shown in Figure 7. And Figure 8 is the tokenize result that is applied to the dataset. 
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Figure 6. Case folding results 

 

 
Figure 7. Results of removing punctuation 

 

 
Figure 8. Tokenize results 
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Furthermore, in the text transformation at the stopwords removal stage, words that are 
not important or meaningless and not included in the dictionary will be deleted, such as 'dia', 
'dua', 'ia', 'seperti', 'jika', and so on, can be seen in Figure 9. 

 
Figure 9. Stopwords removal results 

 
4.3. Weighting of TF-IDF 

After preprocessing the data, in Figure 10 is a sample of the words used to show the 
results of the TF-IDF word weighting. 

 
Figure 10. Weighting of TF-IDF results 

 
4.4. SVM Modeling 

Before classifying using SVM, we first determine the training data and testing data. In 
this study, the distribution of training data and testing data is 80:20. With 1313 training data and 
329 testing data. The distribution of data can be seen in Table 2. 

 
Table 2. Splitting of training and testing data 

Class Data Training Data Testing Total 

More than 1 year 1198 300 1498 
Less than 1 year 115 29 144 
Total 1313 329 1642 

 
After splitting training and testing data, modelling the classification using SVM. In this 

study, used 4 kernels, namely linear, RBF, Sigmoid, and Polynomial as well as several choices 
of parameters C = 0.1, 1, 10, 100, 1000 and gamma parameters = 1, 0.1, 0.01, 0.001, 0.0001. 
To get the best parameters from several parameter choices, uses a tuning process which then 
looks for the best accuracy value from the 4 kernels. The modeling process can be seen in 
Figure 11 and the results of the comparison of the four SVM kernels can be seen in Table 3. 
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Based on the accuracy value generated by the SVM model using a different kernel, a fairly good 
accuracy is obtained with the smallest accuracy of 88.4% using the RBF and Sigmoid kernels. 
The use of Linear and Polynomial kernels increases their accuracy, the use of Linear kernels 
has the highest accuracy of 89.4% and the Polynomial kernel has a lower accuracy of 89.1%. 

 
Table 3. Kernels comparison results on SVM 

Kernel Accuracy 

Linear 89,4 % 
RBF 88,4% 

Sigmoid 88,4% 
Poynomial 89,1% 

 

 
Figure 11. Process and results of SVM modeling with 4 kernels 

 
 
5. Conclusion  

In the research to predict the judge's decision at the Bekasi District Court, the data used 
is the number of criminal cases from January 2019 to January 2021. From 18,326 criminal 
cases based on the type of criminal procedure, they are divided into 3 types of crimes, namely 
ordinary crimes, short crimes, and also quick crimes. In this study using the type of ordinary 
criminal procedure as many as 1,860 cases, but after being classified according to the variables 
sought with the status of minutation cases, the number of cases became 1,737 and only 1,642 
criminal cases were published. Processing data using python with preprocessing data used are 
case folding, remove punctuation, stopword removal, and tokenization. Then for word weighting 
using TF-IDF. The SVM method is used for classification and prediction of the length of 
punishment, before modeling the data is split with a ratio of 80:20 and the results of the 
comparison of classification modeling using SVM with 4 kernels are linear (89.4%), rbf (88.4%), 
sigmoid (88 ,4%), and polynomials (89,1%). The results obtained that have the best kernel is a 
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linear kernel with an accuracy value of 89.4% and an error value of 10.6%. With the results of 
classification modeling using SVM which is quite high, it can be used as a judge's tool in 
predicting the length of sentencing at trial. 
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