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Abstrak 

Penelitian ini menganalisis sentimen pengguna X terhadap cryptocurrency menggunakan 
metode Support Vector Machine (SVM) dan Long Short-Term Memory (LSTM). Penelitian ini 
bertujuan untuk menentukan efektivitas metode tersebut dalam mengklasifikasikan sentimen 
sebagai positif, negatif, atau netral. Data dikumpulkan dari kumpulan data tweet terkait crypto. 
Langkah-langkah praproses meliputi tokenisasi, penghapusan stop-word, dan normalisasi. Model 
SVM dan LSTM kemudian dilatih dan diuji pada dataset ini. Hasil penelitian menunjukkan bahwa 
kedua metode tersebut efektif, dengan model LSTM menunjukkan kinerja yang sedikit lebih baik 
dalam menangani data berurutan dibandingkan dengan model SVM. Model LSTM memiliki 
akurasi pelatihan yang lebih tinggi dibandingkan SVM dengan persentase akurasi pelatihan 
sebesar 94,45% pada model LSTM berbanding 88,66% pada model SVM. Akurasi pengujian 
model LSTM menghasilkan persentase sebesar 77,00% sedangkan model SVM menghasilkan 
persentase sebesar 78,65%. 

  
Kata kunci: Analisis Media Sosial, Analisis Sentimen, Cryptocurrency, Long Short-Term 
Memory, Support Vector Machine 

  
Abstract 

This research analyzes the sentiment of X users towards cryptocurrency using Support 
Vector Machine (SVM) and Long Short-Term Memory (LSTM) methods. This research aimed to 
determine the effectiveness of these methods in classifying sentiment as positive, negative, or 
neutral. Data was collected from a dataset of crypto-related tweets. Preprocessing steps include 
tokenization, stop-word removal, and normalization. SVM and LSTM models were then trained 
and tested on this dataset. The results show that both methods are effective, with the LSTM model 
showing slightly better performance in handling sequential data compared to the SVM model. 
LSTM model has a higher training accuracy compared to SVM with a training accuracy 
percentage of 94.45% in the LSTM model compared to 88.66% in the SVM model. Testing 
accuracy of the LSTM model produces a percentage of 77.00% while the SVM model produces 
a percentage of 78.65%. 

  
Keywords: Sentiment Analysis, Cryptocurrency, Support Vector Machine, Long Short-Term 
Memory, Social Media Analysis 
 
 
1. Introduction 

Sentiment analysis on X has become an important tool in understanding public opinion, 
especially in the cryptocurrency field to make price predictions [1]. X can be a data source used 
in sentiment analysis techniques so that it can extract large volumes and variety of information 
[2]. Cryptocurrencies are a hot topic of conversation among X users. The volatile nature of 
cryptocurrencies requires an accurate and real-time understanding of market sentiment to predict 
trends and make the right investment decisions [3].  
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Among various machine learning algorithms, Support Vector Machine (SVM) and Long 
Short Term Memory (LSTM) networks stand out for their effectiveness in classification tasks. 
Support vector machine (SVM) is a powerful machine learning technique that relies on the 
principle of structural risk minimization [4]. SVM is a powerful tool for data classification [5].  This 
algorithm works by finding the hyperplane that best separates data into different classes [6]. On 
the other hand, The proposed distributed framework with long short term memory (LSTM) 
framework is an alternative to conventional sentiment analysis approaches in analyzing large 
volumes of data in a potential stream [7]. The LSTM results are comprehensive and identify that 
LSTM has better performance than the basic model [7]. Model evaluation shows that the 
combination of LSTM models performs very well on news articles with a large number of relevant 
sentiment words [8]. 

This research aims to utilize these advanced machine learning techniques to analyze 
user sentiment towards cryptocurrencies. By leveraging big data analytics and sentiment 
analysis, this research aims to provide a deeper understanding of market dynamics, thereby 
offering valuable insights for stakeholders in the cryptocurrency field. 

 

2. Research Method 
 The research methodology explains the research stages that underlie the data collection 
process, as well as comparative testing of the SVM algorithm with LSTM. 
 
2.1 Process Stages 

The stages carried out in this include data retrieval, data labeling, and after that data 
labeling, data preprocessing is divided into 5 stages. handling duplicate, cleaning, handling 
missing value, tokenize, normalization, stemming, divide the data into test data and train data, 
then create an SVM & LSTM model, carry out model evaluation, model testing, compare the two 
algorithm models used, make comparison results visually, and after that get preprocessing result. 

 

 
Figure 1 Research Stage 
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Figure 1 depicts the research process for developing the SVM model (Support Vector 
Machine) and LSTM (Long Short-Term Memory) for text analysis, from the initial stages to the 
final results. The first stage is data collection, where relevant data is collected for training and 
testing purposes. The second stage is data labeling to create a supervised learning dataset. The 
third stage is data preprocessing, which includes several steps: data cleaning to remove 
unnecessary elements, removing special characters from the text, tokenization to break the text 
into tokens or words, normalization to ensure data consistency, stopword removal to remove 
common words that do not have important meaning, and stemming to reduce words to their basic 
forms. After preprocessing is complete, the data is divided into training (training data) and testing 
(test data) sets. In the fourth stage, the model is created using the SVM and LSTM algorithms 
(creating an SVM & LSTM model). The fifth stage is evaluating the performance of these models 
(model evaluation) followed by testing them with test data (model testing). The sixth stage is to 
compare the results of the SVM and LSTM models to determine which model has better 
performance (comparison). The final stage is to visualize the data and model performance results 
(data visualization), and conclude the process (completion). This workflow outlines the detailed 
steps from data collection to visualization of model results. 

 
 

3.  Literature Study 
 The literature study discusses the general theoretical basis which is used as the basis for 
the research process of Comparison of Support Vector Machine and LSTM for analyzing X user 
sentiment regarding cryptocurrency.  
3.1. Sentiment Analysis 

Sentiment Analysis is a natural language processing that is able to detect a person's 
emotions and opinions on a particular topic [9]. These emotions and opinions can be obtained 
from a text which is categorized into three, including positive, negative or neutral categories[10].  

 
3.2. Cryptocurrency 

Cryptocurrency is a technology based blockchain which is widely used as digital currency. 
Ownership of cryptocurrency not controlled by the government or banks [11]. User cryptocurrency 
can be found in almost all parts of the world as market interest increases worldwide and explicitly, 
there is no doubt that cryptocurrency users will continue to increase as the market becomes more 
attractive [12]. 
 
3.3. Support Vector Machine 

Support Vector Machine (SVM) is a method machine learning which is useful to find 
hyperlane best that divides the two parts of the class in the input space.  SVM is usually used for 
linear and non-linear data classification. SVM uses kernel tricks to train training samples into a 
high-dimensional feature space and identify hyperlane optimal separator [13]. Over the past few 
years, SVM has become a superior method for classification patterns and has a high success 
rate when applied in various aspects [14].  
 

3.4. Long Short-Term Memory 

LSTM is an evolution of the RNN method through the addition of cells (cell) LSTM on 
RNN architecture [15]. LSTM uses a structure called gate to help store the necessary information, 
so that it can maintain long-term information. Cell Gates serves to regulate the information that 
will be released to cell state or next unit [16]. Cell State is the path at the top to send information 
to the next unit [17]. In addition, there is a formula to calculate the output from the layer Forget 
Gate which means deleting information and determining important information. The LSTM 
algorithm is commonly used for prediction and classification. Apart from that, the LSTM algorithm 
is also suitable for use on data that has sequences such as text because each data is connected 
to each other [18]. 
 
 
 
 
 

JURNAL ILMIAH MERPATI VOL. 13, NO. 1 APRIL 2025 p-ISSN: 2252-3006
e-ISSN: 2685-2411

User X’s Sentiment on Cryptocurrency: Comparison of SVM and LSTM Methods (I Gede
Yoga Asta Pramana)

57



                                                    

 

3.5. Evaluation Matrix 

The Evaluation Matrix is a matrix used to carry out evaluations which has four categories, 
including True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) 
[19]. Then precision, recall, F1-Score and macro F1-Score will also be seen with the following 
calculations.  

1. Precision  
Precision is the True Positive (TP) of the total positive predicted value.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐶𝑖𝑡𝑦

𝑇𝑃 + 𝐹𝑃
 

2. Recall 
Recall is the proportion of True Positive values from the total actual positive values.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝐶𝑖𝑡𝑦

𝑇𝑃 + 𝐹𝑁
 

3. F1-score 
F1-score is the harmonic average of precision and recall. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

4. Macro F1-score 
Macro average is the average of performance within a class model. The F1-score macro 
is used to see the average F1-score performance of each class, so that these classes 
can be treated the same. 

𝑀𝑎𝑐𝑟𝑜 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
∑𝑛

𝑖=1 𝐹1 −  𝑆𝑐𝑜𝑟𝑒𝑖

𝑛
 

 
 
4. Result and Discussion  
 In this section, we discuss and analyze the results of User X's Sentiment on 
Cryptocurrency: Comparison of SVM and LSTM Method research. There are several processes 
that will be discussed in this section, the following are the processes discussed in this research. 
 
4.1. Data Collection Results 

The initial process carried out in this research was data collection. Data collection is done 
by doing data collection by retrieving data on the Kaggle platform. When collecting data for this 
research, not all columns were used for this research, the researcher only used the tweet_row 
and labels columns. There are three labels in the data taken, these labels are negative, neutral, 
And negative. The following are the results of data collection carried out by researchers. 

 
Figure 2 Total Data 
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The figure above is the result of data collection carried out by researchers. The amount 
of data obtained in this research amounted to 4597 data with detailed data negative of 1504, data 
neutral 1594, and data positive 1500. 
 
4.2. Data Preprocessing 

Next, the researcher carried out data preprocessing. There were several stages of data 
preprocessing carried out in this research. The data preprocessing stages carried out in this 
research are data cleaning, remove special char, tokenization, normalization, stopword, and 
stemming.  

 
Figure 3 Preprocessed Data 

The figure above is the result of data taken from the Kaggle platform which has carried 
out all the data preprocessing processes as mentioned previously. This preprocessing data has 
a big influence on the model accuracy results during model training later.   
 
4.3. Model Build 

The next process in this research is to build a model using a method or algorithm Long 
Short Term Memory Networks (LSTM) and Support Vector Machine (SVM). This research uses 
this algorithm because this algorithm is an algorithm that is often used in text classification, 
especially in making sentiment analysis. 
4.3.1. Long Short Term Memory Networks (LSTM) 

Long Short Term Memory Networks (LSTM) is an algorithm model that is improved from 
Recurrent Neural Network (RNN). Researchers build a model using the LSTM algorithm, then 
training will be carried out on the model that has been built previously, and in this research a 
model evaluation will also be carried out. The following are the results of model building and 
model training results in the form of accuracy and accuracy validation. 

Model: "sequential_3"  
_________________________________________________________________  
Layer (type)                                   Output Shape                                Param #  
=================================================================  
embedding_3 (Embedding)           (None, 620, 400)                          4000000  
lstm_3 (LSTM)                               (None, 400)                                  1281600  
dense_3 (Dense)                           (None, 3)                                      1203 
=================================================================  
Total params: 5282803 (20.15 MB)  
Trainable params: 5282803 (20.15 MB)  
Non-trainable params: 0 (0.00 Byte)  
_________________________________________________________________  
None  
Epoch 1/10 87/87 [==============================] - 644s 7s/step - loss: 0.9290 - accuracy: 0.5551 - val_loss: 0.6103 - val_accuracy: 0.7098 
Epoch 2/10 87/87 [==============================] - 683s 8s/step - loss: 0.4072 - accuracy: 0.8332 - val_loss: 0.4918 - val_accuracy: 0.7592 
Epoch 3/10 87/87 [==============================] - ETA: 0s - loss: 0.1614 - accuracy: 0.9445  
Accuracy achieved, training stopped...  
87/87 [==============================] - 680s 8s/step - loss: 0.1614 - accuracy: 0.9445 - val_loss: 0.6364 - val_accuracy: 0.7625 

Figure 4 LSTM Result 

The figure above is the result of model training carried out in this research. The results of 
this model training obtained an accuracy of 0.9445 or around 94% with a validation accuracy of 
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0.7625 or around 76%. The training was carried out for ten epochs and stopped at the 3rd epoch 
because the callbacks target had been reached. 
 
4.3.2. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is an algorithm used to carry out classification. This 
algorithm is an algorithm that handles classification problems from various types of data. This 
research carries out a model development and training using this algorithm. The following are the 
results of model training using SVM in the form of accuracy. 

 
Table 1 SVM Validation Result 

 Precision Recall F1-score support 

Negative 0.70 0.62 0.66 298 
Neutral 0.67 0.71 0.69 320 
Positive 0.93 0.98 0.95 302 

 

The evaluation table shows the performance of the SVM model dividing the data into 
three categories: Negative, Neutral, and Positive. For the Negative category, the model achieved 
precision of 0.70 and recall of 0.62, resulting in an F1-score of 0.66 from 298 samples. In the 
Neutral category, precision and recall are 0.67 and 0.71 respectively, with an F1-score of 0.69 
from 320 samples. The Positive category shows the best performance with precision 0.93 and 
recall 0.98, resulting in an F1-score of 0.95 from 302 samples. 
 

Table 2 SVM Training Result 

 Precision Recall F1-score support 

Negative 0.85 0.77 0.81 1274 
Neutral 0.78 0.84 0.81 1274 
Positive 0.97 1.00 0.98 1274 

 

 

4.4. Comparasion 
 In this research, model training for each algorithm used has previously been carried out. 

After training the models for each algorithm, the researcher will then compare the model accuracy 
from the results of the model training that has been carried out. Below we will show a comparison 
of the results of the model training that has been carried out in this research. 
 

 
Figure 5 Comparison Model 

The figure above shows a performance comparison between two machine learning 
models, namely Support Vector Machine (SVM) and Long Short-Term Memory (LSTM). There 
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are two performance metrics that are compared, namely: Train Accuracy shows the accuracy of 
the model when trained with training data. For SVM, the training accuracy is 88.66%, while for 
LSTM it is 94.45%. Then Test Accuracy shows the accuracy of the model when tested with 
independent test data. For SVM, the test accuracy is 78.65%, while for LSTM it is 77.00%.  

 
5. Conclusion   

From the comparison of the Support Vector Machine (SVM) and Long Short-Term 
Memory (LSTM) method tests to analyze user sentiment X towards cryptocurrency, it can be seen 
that the LSTM model has a higher training accuracy than SVM with a training accuracy 
percentage of 94.45% in the LSTM model compared to 88.66% in the SVM model. While the 
LSTM testing accuracy is lower than SVM with a testing accuracy percentage of 78.65% in the 
SVM model and 77.00% in the LSTM model. Therefore, referring to the training accuracy results, 
it can be concluded that LSTM is the best method that can be applied to sentiment analysis in 
discussions related to cryptocurrencies on social media with a higher level of accuracy.    
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