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Abstrak 

 
Rumah merupakan kebutuhan utama yang memberikan kenyamanan dan keamanan 

bagi penghuninya. Dalam konteks investasi, rumah juga menjadi pilihan yang menjanjikan 
karena dapat mengalami perubahan harga. Oleh karena itu, diperlukan sistem yang dapat 
memprediksi harga rumah bagi investor dan pembeli. Penelitian ini bertujuan untuk 
membandingkan kinerja tiga model prediksi harga rumah, yaitu decision tree, linear regression, 
dan random forest regressor. Dalam penelitian ini, digunakan dataset house price prediction 
dengan melakukan tahap eksplorasi data, pra-pemrosesan, pemodelan, dan perbandingan 
model. Hasil penelitian menunjukkan bahwa random forest regressor memberikan kinerja 
prediksi yang paling baik dengan metrik evaluasi yang lebih rendah, seperti MAE, MSE, RMSE, 
dan R2 Score, sehingga dapat dijadikan pilihan terbaik dalam memprediksi harga rumah dan 
memberikan informasi berharga bagi investor dan pembeli. 

  
Kata kunci: Prediksi Harga Rumah, Data Mining, Decision Tree, Linear Regression, Random 
Forest Regressor 
 

Abstract 
 

A home is a basic requirement that offers comfort and security to its occupants. 
Because they are subject to price fluctuations, houses are also a potential option in an investing 
setting. As a result, buyers and investors require a system that can forecast house values. This 
study compares the effectiveness of decision trees, linear regression, and random forest 
regressors as models for predicting home prices. The dataset for predicting home prices was 
used in this study to conduct data exploration, pre-processing, modeling, and model comparison 
stages. The study's findings demonstrate that the random forest regressor offers the best 
prediction performance with lower assessment metrics, including MAE, MSE, RMSE, and R2 
Score, making it the best option for predicting house prices and other financial outcomes. 

  
Keywords: House Price Prediction, Data Mining, Decision Tree, Linear Regression, Random 
Forest Regressor 
 
1.  Introduction 

A house is a basic requirement since it provides a place to live, a place to rest, and a 
place to escape the heat and rain. The house you own must match the comfort criteria so that 
the people who live in it feel at ease and safe. 
 One of the most pressing human needs is the desire to buy and possess a home. 
Furthermore, if the house is in a strategic location, the selling price will be affected. Property 
entrepreneurs will build or buy houses as a form of investment. Houses, like gold, can be 
utilized as a future investment because housing prices might fluctuate at any time. When 
investing, don't forget to forecast price movements to avoid losing money [1]. As a result, a 
system that can forecast property values for investors and home buyers is required. 
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In data mining, decision trees, linear regression, and random forest regressor models 
are frequently used to create predictions. However, no research has been conducted to 
compare the three models, particularly for predicting property values. As a result, the purpose of 
this study was to examine the performance and accuracy of decision tree, linear regression, and 
random forest regressor models for predicting house values. 

According to Batubara D et al research, Prediction Analysis of Delays in Electricity 
Payments Using a Comparison of Decision Tree and Support Vector Machine Classification 
Methods, the date of salary receipt is the factor causing consumer delays in paying electricity 
bills. The C4.5 algorithm produced 70% accurate results, while SVM produced 67%. Based on 
this, it is possible to infer that the c4.5 algorithm is the best solution for solving the problems 
presented with the data listed [2]. 

Apriliah et al conducted a study that used the Random Forest Classification Algorithm to 
predict the possibility of diabetes in its early stages. The current research compares numerous 
approaches, including the SVM algorithm and Naive Bayes. The results of the comparison 
demonstrate that the Random Forest approach produces the greatest accuracy value, 97.88%. 
Based on this, it may be inferred that random forest classification can more correctly forecast 
the possibility of diabetes than other classification methods [3]. 

According to research by Prasojo et al, with his research, Prediction Analysis of the 
Feasibility of Giving Loans Using the Random Forest approach, the Random Forest approach 
has a performance of 83%. Based on this, it is possible to conclude that the Credit Feasibility 
Analysis Using General Random Forest (German Credit Data Case Study) was carried out 
effectively [4]. 

Heru Herwanto et al research on the use of linear regression algorithms to predict rice 
crop yields. The linear regression algorithm accounts for 94.51% of the variation in crop yield 
values depending on the independent variables measured, which are land area, seed variety, 
number of seeds, urea fertilizer, and Phonska NPK fertilizer. Meanwhile, the remaining 5.49% is 
influenced by various factors. The average RMSE accuracy value is 0.432. This demonstrates 
that a forecast model's fluctuation in values is near to accurate [5]. 

Haryanto et al research on comparing machine learning algorithms when predicting 
house prices, elements that can influence house prices include land area, building area, number 
of bedrooms, bathrooms, and garages. In this research, two algorithms, multiple linear 
regression, and random forest regressors, will be compared. The results showed that the 
random forest regressor method performed the best, with an accurate score of 81.6% [6]. 

In this research, we compare data mining models to predict house prices. The data 
mining models used are decision trees, linear regression, and random forest regressors. 

 
2.  Research Method 

The quantitative-descriptive method was adopted in this research. The quantitative 
method is a systematic procedure of investigating a condition using data and facts in the form of 
numbers. The data used was collected from Kaggle.com as secondary data. 
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Figure  1. Flow of Research 

 

The first step is exploratory data analysis, that is the process of investigating the 
contents of a dataset. Data exploration entails determining the kind or types of data in the 
dataset and estimating the number of values in each column that are not empty or null. The 
second one is representation. This stage converts the raw data into a display or visualization. 
The current research uses a heatmap to highlight the correlation between numerical variables 
and the relationship between each data feature and the goal data. Preprocessing is the stage in 
which data is prepared for use. This is the stage in which the raw data is sorted to match the 
needed data.  

While modeling is the use of an algorithmic model to process data to draw conclusions 
from it. Decision trees, linear regression, and random forest regression are the algorithms used. 
Depending on the model utilized, this stage will have varied results. The values supplied are the 
MAE, MSE, RMSE, and R2 scores. 

a. MAE is used to calculate the average absolute difference between anticipated and 
actual values. 

b. MSE calculates the average squared error between predicted and actual data. 
c. The square root of MSE is RMSE. 
d. R2 is used to calculate how well the model explains fluctuations in the target variable. 

R2 has a value between 0 and 1. The closer R2 is to one, the better the model utilized. 
Data visualization is carried out depending on the modeling results. Data can be 

visualized using boxplots, histograms, and other methods. After each model has produced data, 
a comparison process is performed to find the model with the highest accuracy. 
  
3.  Literature Study 
3.1  Data Mining 

Data mining is a process or stage in which fascinating patterns in interesting data are 
sought using certain approaches and models [7]. There are various models that can be used to 
predict house prices, including the decision tree model, linear regression, and random forest 
regressor. When modeling the links between attributes used in predicting property prices, each 
model takes a different approach and has different characteristics. 

In general, the data mining function is used to figure out the kinds of patterns that exist 
inside the database. Two categories can be used to classify data mining functions [8]: 
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1. Descriptive.  

Descriptive features that explain the overall characteristics of the data in the database. 
More descriptive language is used to explain or characterize the data in the database. 

2. Predictive.  

Predictive algorithms to forecast the information stored in the database. 
 

3.2  Decision tree 

Decision trees are algorithms that are often employed in decision making by converting 
criteria into interconnected nodes that form a tree structure [9]. A decision tree is a decision 
prediction model that has a hierarchical structure or tree that divides data based on separation 
criteria based on existing attributes. Each tree will have a branch representing an attribute that 
must be met to go to the next branch. This approach has advantages when dealing with non-
linear interactions and provides a straightforward understanding of the elements that influence 
property prices. 

 
3.3  Linear regression 

Linear regression is a statistical strategy for predicting output results by establishing 
mathematical correlations between variables [10]. This strategy seeks a linear relationship 
between the input and goal variables. Linear regression is useful when the relationship between 
qualities and property prices is linear. This model gives a straight-line equation that describes 
the relationship between property prices and qualities. 

 
3.4  Random Forest Regressor 

When applying the regression method, a random forest regressor is an ensemble model 
composed of several decision trees [11][12][13][14][15]. A random forest is a model that 
combines several decision trees. Random forest regressors are commonly employed when the 
target variable is continuous or numeric and the purpose is to make continuous number 
predictions, such as house price predictions. 

 

4.  Result and Discussion  
4.1.  Datasets 

The dataset used is a house price forecast dataset with 1460 rows and 81 columns. 
Kaggle was used to collect datasets. The dataset is separated into two parts: training data and 
test data, with 80% training data and 20% test data. The information includes several attributes 
that can affect the price of a house. 

 
4.2.  Data Preprocessing 

The stage of preprocessing is carried out by selecting the house price dataset. The 
preprocessing phase functions to eliminate invalid data, inconsistent data, and duplicate data. 
The data before preprocessing is shown below. 

 

 

Figure 2 Data Before Preprocessing 
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Figure 2 shows data that has not been preprocessed; some of the data is not required 
for the research. The existing columns are as follows: „SalePrice‟, „MSSubClass‟, „MSZoning‟, 
„LotFrontage‟, „LotArea‟, „Street‟, „Alley‟, „LotShape‟, „LandContour‟, „Utilities‟, „LotConfig‟, 
„LandSlope‟, „Neighborhood‟, „Condition1‟, „Condition2:‟, „BldgType‟, „HouseStyle‟, „OverallQual‟, 
„OverallCond‟, „YearBuilt‟, „YearRemodAdd‟, „RoofStyle‟, „RoofMatl‟, „Exterior1st‟, „Exterior2nd‟, 
„MasVnrType‟, „MasVnrArea‟, „ExterQual‟, „ExterCond‟, „Foundation‟, „BsmtQual‟, „BsmtCond‟, 
„BsmtExposure‟, „BsmtFinType1‟, „BsmtFinSF1‟, „BsmtFinType2‟, „BsmtFinSF2‟, „BsmtUnfSF‟, 
„TotalBsmtSF‟, „Heating‟, „HeatingQC‟, „CentralAir‟, „Electrical‟, „1stFlrSF‟, „2ndFlrSF‟, 
„LowQualFinSF‟, „GrLivArea‟, „BsmtFullBath‟, „BsmtHalfBath‟, „FullBath‟, „HalfBath‟, „Bedroom‟, 
„Kitchen‟, „KitchenQual‟, „TotRmsAbvGrd‟, „Functional‟, „Fireplaces‟, „FireplaceQu‟, 
„GarageType‟, „GarageYrBlt‟, „GarageFinish‟, „GarageCars‟, „GarageArea‟, „GarageQual‟, 
„GarageCond‟, „PavedDrive‟ , „WoodDeckSF‟, „OpenPorchSF‟, „EnclosedPorch‟, „3SsnPorch‟, 
„ScreenPorch‟, „PoolArea‟, „PoolQC‟, „Fence‟, „MiscFeature‟, „MiscVal‟, „MoSold‟, „YrSold‟, 
„SaleType‟, „SaleCondition‟.  
 

 
Figure  3 Data after preprocessing 

 

Figure 3 shows the outcomes of the data selection process. The information used in this 

research includes: 'OverallQual', 'YearBuilt', 'YearRemodAdd', 'TotalBsmtSF', '1stFlrSF', 

'GrLivArea', 'FullBath', 'TotRmsAbvGrd', 'GarageCars', 'GarageArea', 'SalePrice'.  

 The following data was not used in this study: „MSSubClass‟, „MSZoning‟, „LotFrontage‟, 

„LotArea‟, „Street‟, „Alley‟, „LotShape‟, „LandContour‟, „Utilities‟, „LotConfig‟, „LandSlope‟, 

„Neighborhood‟, „Condition1‟, „Condition2:‟, „BldgType‟, „HouseStyle‟, „OverallCond‟,  „RoofStyle‟, 

„RoofMatl‟, „Exterior1st‟, „Exterior2nd‟, „MasVnrType‟, „MasVnrArea‟, „ExterQual‟, „ExterCond‟, 

„Foundation‟, „BsmtQual‟, „BsmtCond‟, „BsmtExposure‟, „BsmtFinType1‟, „BsmtFinSF1‟, 

„BsmtFinType2‟, „BsmtFinSF2‟, „BsmtUnfSF‟, „Heating‟, „HeatingQC‟, „CentralAir‟, „Electrical‟, 

„2ndFlrSF‟, „LowQualFinSF‟, „BsmtFullBath‟, „BsmtHalfBath‟, „HalfBath‟, „Bedroom‟, „Kitchen‟, 

„KitchenQual‟, „Functional‟, „Fireplaces‟, „FireplaceQu‟, „GarageType‟, „GarageYrBlt‟, 

„GarageFinish‟, „GarageQual‟, „GarageCond‟, „PavedDrive‟ , „WoodDeckSF‟, „OpenPorchSF‟, 

„EnclosedPorch‟, „3SsnPorch‟, „ScreenPorch‟, „PoolArea‟, „PoolQC‟, „Fence‟, „MiscFeature‟, 

„MiscVal‟, „MoSold‟, „YrSold‟, „SaleType‟, „SaleCondition‟. 

 

4.3  Exploratory Data Analysis 
Exploratory data analysis is a method of examining data and deciding how to process it. 

This stage consists of checking for empty data, eliminating duplicate data, and transforming it. 
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Figure  4 Check for Missing Values 

 

Figure 4 shows the procedure of determining missing values. Because there is no 
empty data in the house price dataset, it can proceed to the next level. 

 
Figure  5 Data Type Information 

 

Figure 5 shows data type information for 1460 records. The data type int64 is used in 
the columns OverallQual, YearBuilt, YearRemodAdd, TotalBsmtSF, 1stFlrSF, GrLivArea, 
FullBath, TotRmsAbvGrd, GarageCars, GarageArea, and SalePrice. There is no need to 
change the data type because the data that will be processed is already numeric. 

 

4.4  Representation 
The visualization stage of the housing price dataset follows the representation stage. 

The distribution of the data is shown in Figure 4. 

 
Figure  6 Correlation Matrix 

 

The dark color of the correlation coefficient in Figure 6 suggests a strong link. Bright 
hues, on the other hand, suggest a negative linear relationship or no correlation between 
variables. 
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4.5  Decision Tree 

 

 
Figure  7 Decision Tree Model Visualization 

 

Figure 7 shows the results of testing the decision tree model. The mean absolute error in 
the test was 24709.119863013697, and the root mean square error (RMSE) was 
36610.36020458363. 
 
4.6  Linear Regression 

 

 

Figure 8 Linear Regression Model Visualization 
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Figure 8 shows the results of testing the linear regression model. The mean absolute 

error in the test was 24774.219519604765, and the root mean square error (RMSE) was 

39474.54338116007.  

 

4.7  Random Forest Regressor 

 

 

Figure 9 Random Forest Regressor Model Visualization 

 

Figure 9 shows the results of testing the random forest regressor model. The mean 

absolute error in the test was 18907.850671885193, and the root mean square error (RMSE) 

was 29362.523197914874. 

 

4.8  Model Comparison 

 
Table 1 Comparison of Three Model Predictions 

Model MAE MSE RMSE R2 Score 
RMSE 

(Cross- 
Validation) 

Random 
Forest 

Regressor 

18672.378190 8.482698e+08 29125.071965 0.889409 32000.207212 

Linear 
Regression 

24774.219520 1.558240e+09 39474.543381 0.796848 38573.182562 

Decision 
Tree 

24750.934361 1.420956+09 37695.575371 0.814746 42159.674232 
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Figure 10 Comparative visualization of three model predictions 

 
Table 1 and Figure 10 show the comparison results from the three models. Each model 

is explained in greater depth below: 
a. The MAE value of the Random Forest Regressor model is 18672.378190, the MSE value 

is 8.482698e+08, the RMSE value is 29125.071965, and the R2 value is 0.889409. 
b. The linear regression model's MAE is 24774.219520, its MSE is 1.558240e+09, its RMSE 

is 39474.543381, and its R2 is 0.796848. 
c. The MAE value of the Decision Tree model is 24978.369863, the MSE value is 

1.420956e+09, the RMSE value is 37695.575371, and the R2 value is 0.814746. 
 

5.  Conclusion  
Several data mining algorithms, including decision trees, linear regression, and random 

forest regressors, are used to predict house prices. According to the findings of the tests 
performed on the three models, the random forest regressor model had the best predictive 
performance for predicting house prices. This is evident from the lowest values of numerous 
assessment metrics, such as MAE, MSE, and RMSE in the random forest regressor model. 
Meanwhile, for the R2 Score matrix, the random forest regressor has the highest value, which is 
near to 1, indicating that it can explain more variances in the data. 
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