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Abstrak 
Sebagian besar bisnis proses perusahaan diakomodir oleh aplikasi. Seringkali aplikasi 

pada perusahaan mengalami masalah akibat faktor internal maupun eksternal. Masalah aplikasi 
tersebut dilaporkan melalui media helpdesk. Laporan masalah yang dilaporkan melalui 
helpdesk tidak langsung masuk kepada teknisi untuk penyelesaiannya melainkan masuk ke 
operator dan dieskalasi ke teknisi untuk diselesaikan. Proses tersebut berpengaruh pada 
efisiensi waktu penyelesaian masalah. Penelitian ini mengusulkan penggunaan klasifikasi teks 
dengan deep learning untuk menyelesaikan pekerjaan operator. Metode yang diusulkan dalam 
penelitian ini adalah metode BiLSTM. Total data yang digunakan dalam penelitian ini adalah 
sebanyak 160.000 data laporan masalah helpdesk dengan membagi data sebanyak 128.000 
data resolved sebagai data training dan sebanyak 32.000 data on-progress sebagai data 
testing. Penelitian dilakukan menggunakan 13 label untuk proses rute penugasan teknisi. 
Pengujian hasil penelitian ini menggunakan confusion matrix yang mendapatkan nilai accuracy 
sebesar 91.18%, precision 95.05%, dan recall 93.28%.  

  
Kata kunci: Klasifikasi Teks, Deep Learning, BiLSTM, Helpdesk 

  
Abstract 

Most of the company's business processes are supported by applications. However, 
these applications often experience problems due to various internal and external factors. When 
users encounter problems, they submit requests for help to the helpdesk system. Unfortunately, 
these requests do not go directly to the technicians but instead are first sent to an operator who 
must then escalate them to a technician. This process can delay problem-solving, reducing 
efficiency. To address this issue, this study suggests using text classification with deep learning 
to streamline the operator's work . Specifically, the proposed method uses BiLSTM. The study 
used a total of 160,000 helpdesk request data, dividing it into 128,000 resolved data for training 
and 32,000 on-progress data for testing. Thirteen labels were used to represent the route 
process. This study uses a confusion matrix to measure its performance. The results showed an 
accuracy of 91.18%, precision of 95.05%, and recall of 93.28%. 

  
Keywords: Text Classification, Deep Learning, BiLSTM, Helpdesk  
 
 
1.  Introduction 
 The helpdesk system is a system that assists companies in developing and improving 
their service products. In public service companies, the helpdesk system is beneficial in 
enhancing services to its customers. Services that use the application often experience 
problems. Users request to solve the problem of the application by submitting it to the helpdesk 
system. The requests are then managed by several operators to be translated and grouped 
based on the problem category. The requests or the ticket problem category will be resolved by 
a technician who has the authority to solve the problem. The operator carries out the escalation 
process to the technician after translating and grouping the problems from the reports on the 
user services system. A large number of incoming problem reports makes the operator's 
workload high so that problems are often resolved longer than they should. In addition, 
operators also carry out escalation work manually by reading the problems that have been 
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reported one by one. Apart from requiring a long completion time, costs are also high due to 
having to recruit workers for more operator assignments. 
 The manual process for escalating requests from operators to technicians can adopt a 
text classification process. This process can be done with a deep learning approach. The 
incoming text is first processed and then classified based on technician class. The prediction 
function on text classification will recognize the class as the escalation destination to a 
technician who has the authority in solving the problem. The data used as training data in this 
study is BPJS Ketenagakerjaan helpdesk ticket report data for the period 2019 to May 2022. 
The test and prediction data used are data after June 2022 to December 2022. This data 
certainly has repeated text or frequently asked texts that can be used as a reference in the 
escalation process. The whole text classification process in the user services system requires a 
method used to classify text with high accuracy. In several studies of text classification with 
binary class and multiclass, the ability of RNN to have high accuracy in applying text 
classification compared to other classification methods such as CNN and other deep learning 
methods. For example, in the classification of sentiment analysis, the RNN method produces 
higher accuracy than CNN [1]. In several studies, many modifications of text classification have 
been carried out. In RNN there are several development methods including LSTM, Bi-LSTM, 
and GRU. In recent study, text classification is often applied to this development method to 
analyze comments about hotel visitors [2].  
   
2.  Study Method 
 The study method for helpdesk ticket classification using BiLSTM consists of 4 stages, 
namely study design, data collection, data processing, and model performance measurement. 
 
2.1  Study Design 
 By the explanation in the introduction, the study design is made to assist in determining 
study planning, problem boundaries, and study can be completed according to schedule.The 
main objective of this study is to accommodate the operator's work as a route manager for 
helpdesk ticket reports to technicians with Bi-LSTM. In addition, this study also made 
predictions and tested the accuracy of BiLSTM. The conceptual framework for study flow 
outlines is the process of making the BiLSTM model based on training data as a reference for 
classification, input data testing up to the results of classification as a guideline for appointment 
or assignment of technicians. There are 13 labels used as a reference for the classification 
process, namely Data Pendukung, Executive Summary, Informasi Profile Kepesertaan, 
Kepesertaan Bukan Penerima Upah, Kepesertaan Jasa Konstruksi, Kepesertaan Penerima 
Upah, Keuangan, Network (Jaringan), Pelayanan, Pengawasan dan Pemeriksaan, Permintaan 
Antar Kantor (Wilayah), User dan Role, dan e-Channel. The conceptual framework is shown in 
Figure 1. 
 

 
 

Figure 1 Study design concept flow 

Data training is data that has been completed by the operator to be used as a model in BiLSTM. 
Data testing is data that becomes input test. Furthermore, the testing data is classified based on 
the BiLSTM model which is formed from training data. The resulting label of the classification 
will be the technician's assignment. 
 
2.2  Data Collection 
 The total amount of data used in this study is 160,000 records. The data is BPJS 
Ketenagakerjaan helpdesk data for the period January 2019 to May 2022 of 128,000, which 

Data Training BiLSTM Model 

Data Testing Classification Technician Assignment 
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have been completed by operators, and data for the period June 2022 to December 2022 of 
32,000 data, which have not been completed by operators. Where the training data is data for 
the period January 2019 to May 2022 as many as 128,000, and testing data is data for the 
period June 2022 to December 2022 of 32,000. In percentage, the training data consisting of 
128,000 records represents 80% of the total data or 80% of 160,000, while the testing data 
consisting of 32,000 records represents 20% of 160,000. 
 
2.3  Data Preprocessing 
 Stages data pre-processing is carried out to process the data before it is used in the 
application of the Bi-LSTM method. Processing carried out in text processing techniques adjusts 
the state of the ticket report data helpdesk such as the presence of unnecessary characters and 
formatting template ticket helpdesk to then be classified in Bi-LSTM. The text processing 
technique used is case folding, remove number, remove tab and new line, remove character, 
stopword, your token, and word embedding. 
 
2.4  Model Performance 
 To validate the correctness of the helpdesk ticket technician assignment route, in this 
study, a manual validation was used that was filled in by the operator as a validator to determine 
the technician assignment route process resulting from the BiLSTM classification process is true 
or false. In this case, the operator is the person who is working to escalate the ass ignment of 
helpdesk ticket technician manually. The validation form result is calculated with a confusion 
matrix. The validation results from the operator on the results from BiLSTM are calculated by 
FN, FP, TP, and TN to obtain the accuracy of the BiLSTM model. 
 
 
3.  Literature Study 
3.1  Helpdesk System 
 Management of information systems and applications problems within a company or 
institution must be resolved quickly and precisely. These various problems can be 
accommodated and handled by implementing a reporting system. This reporting system is 
usually called a helpdesk system. Helpdesk is a single point for interaction between users and 
technicians, in this case, is the field of application development [3]. Interaction in the helpdesk is 
usually in the form of text input on a web-based form or a mobile smartphone application. 
Requests that have been submitted by the user are usually called helpdesk report tickets. In the 
helpdesk system, the ticket will be checked by a centralized team and forwarded to the relevant 
team to be resolved. [4]. Checks that are carried out manually by a centralized team are then 
identified to find out the problems that have been requested by the user. [5]. 
 
3.2  Deep Learning 
 In the last 10 years, studyers have been able to accomplish many different ideas in the 
application of machine learning. Deep learning is a sub-field of machine learning within machine 
learning. Machine learning is a part of AI and deep learning is a derivative of machine learning. 
Deep learning adopts the way the human brain works in processing data and making decisions. 
In various fields such as image processing, sound and video processing, language and text 
processing, and video games, deep learning has been applied, and until now the study carried 
out in this field has approached the human level [6]. The architectures and algorithms of deep 
learning are so large and varied that they have the potential to continue to be developed. In the 
last 20 years, there are 6 algorithms that have been developed to date. LSTM and CNN are the 
earliest developed methods that have high accuracy to solve various problems. CNN and RNN 
are part of Supervised Learning and SOM and Autoencoders are Unsupervised Learning 
category in deep learning. Each solution in the problem work, deep learning has its own best 
performance. For example, CNN is best in the field of image recognition and RNN for NLP [7]. 
 
3.3  Bidirectional LSTM 
 The development of the LSTM method is BiLSTM. In contrast to LSTM, BiLSTM 
performs data training twice. In LSTM, the data training model is done once and only gets one 
information, namely information on the previous process. [8]. BiLSTM uses the previous 
information and the information after it and processes it bidirectionally. BiLSTM has two layers, 

JURNAL ILMIAH MERPATI VOL. 11, NO. 1 APRIL 2023 p-ISSN: 2252-3006
e-ISSN: 2685-2411

Helpdesk Ticket Classification for Technician Assignment Routes Using BiLSTM (Putu Alan
Arismandika)

52



                                                    

 

namely the Layer and Backward Layer. The forward layer serves to get the previous information 
and the backward layer gets the information afterwards. In some studies, BiLSTM is widely used 
to obtain representations on data that requires repeated information. For example, in the 
representation of comment text. Bi-LSTM can accommodate the shortcomings of LSTM in 
obtaining information while representing information from data. 
 The comparison between the BiLSTM method and other methods such as LSTM, CNN, 
and RNN in text classification has many advantages. BiLSTM has the ability to access both 
preceding and subsequent information, and is effective in encoding long-distance word 
dependencies [9][10]. This means that information from distant words in a sentence can be 
captured based on their dependencies. In the case of long texts, some words at the beginning 
or in the middle of a sentence can affect the understanding of words at the end of the sentence. 
Bi-LSTM allows the model to take into account these long-distance relationships better than 
other methods such as CNN, RNN, and LSTM. In this study, the user's helpdesk request 
structure has a long sentence pattern, so BiLSTM is expected to effectively extract information 
from the request sentence. 
 
3.4  Relevant Studies 
 Study studies relevant to text classification have been carried out by several studyers. 
Study by J. Zheng entitled A Novel Computer-Aided Emotion Recognition of Text Method Based 
on WordEmbedding and Bi-LSTM in 2019 states that the text in this study is converted from 
word features with Word Embedding. The purpose of this study is to classify emotions through 
word or text-based data. The accuracy result of the detection is above 64.09% [11]. Study by 
Yunsick Sung, Sejun Jang, Young-Sik Jeong, Jong Hyuk (James J.) Park with the title Malware 
classification algorithm using advanced Word2vec-based Bi-LSTM for ground control stations in 
2020 contains the purpose of utilizing data preprocessing using fasttext for features in the Bi-
LSTM method. In the study, the accuracy result was 96.76% or 0.76% greater than the previous 
study [12]. Study related to the comparison of deep learning methods for text classification has 
been conducted by Congcong Wang, Paul Nulty, and David Lillis in 2020. The study is entitled 
A Comparative Study on Word Embeddings in Deep Learning for Text Classification. In this 
study, studyers compared the performance of CNN and Bi-LSTM in text classification with the 
preprocessing stage, namely word embedding. The results of the study found that Bi-LSTM 
produced very good performance in text classification to get the context of the text [13]. Study in 
the application of text classification in helpdesk systems has also been carried out by M. A. 
Prihandono, R. Harwahyu and R. F. Sari in 2020 with the study title Performance of Machine 
Learning Algorithms for IT Incident Management. The study produced the highest accuracy 
using the LSTM method, which was 98.86% compared to other deep learning methods [14]. 
Based on some relevant study, it can be understood that the RNN method with its development 
can be used in problems related to multiclass text classification-based predictions. In the study 
that has been mentioned, it produces high accuracy results for text classification. In addition, the 
helpdesk system also produces text classification with good results in the LSTM method. Due to 
some conclusions from the bibliography and previous study which states that the accuracy of 
BiLSTM is better than LSTM. Therefore, in this study, it is expected that BiLSTM can produce 
greater accuracy for technician assignment routes in helpdesk reports than previous study. 
 All relevant previous studies results show that the performance of BiLSTM is better than 
other methods such as LSTM, CNN, and RNN in text classification. Based on these findings, 
this study applies the BiLSTM method to improve the accuracy of the ticket escalation process 
from helpdesk to technicians. 
 
 
4.  Result and Discussion   
4.1.  Dataset Preprocessing 

Data preprocessing serves to prepare raw data into data that is ready for processing 
and also as a basis for creating a BiLSTM model. The dataset will be converted into a sequence 
of numbers or numeric which aims to be a vector feature of each text and label in the 
classification process. The datasets that are processed are training data totaling 128,000 and 
testing data totaling 32,000. The dataset is processed using the same steps. The steps taken in 
this study are as follows. The first stage of data preprocessing is case folding. Case folding is 
the process of converting all uppercase letters into lowercase letters  [15]. The purpose of this 
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process is so that computer machines can recognize each unique word and can categorize 
words that have the same meaning or in other words so that all data has the same form The 
function will convert all words and sentences from the helpdesk ticket report into lowercase 
letters. 

The remove number process is a process to remove the numbers in the helpdesk report 
ticket. Numbers are removed to reduce unique characters in the tokenization process. The 
number characters are not needed in this study because they do not contain meaning for the 
escalation process or technician assignment. The number character removal process in Python 
is processed in the function below. The number character removal function will produce 
helpdesk report text data without numbers. The remove tab and new line process is a process 
that removes tabs and enters characters or removes excess spaces and new lines. This 
process functions so that the text can be easily converted into tokens and index words. The 
function removes excess spaces and new lines in the helpdesk report text that have been 
remove number before. 

Remove Character is the process of removing characters other than letters and 
punctuation characters. The function removes all characters that are not needed in text 
processing, such as "@", "#" and "$". The stopwords process is the process of removing 
conjunctions in Indonesian such as "di", "ke", "and", and so on. The process in Python 
programming is to use the help of the NLTK library which can call Indonesian stopwords. The 
process in the function above removes all conjunctions in the helpdesk ticket report text. The 
text processed in stopwords is the text that has been processed in the previous remove 
character. The snippet of text processing results is shown in Figure 2. 

 

 
Figure 2 Stopwords 

Tokenization is the process of converting sentences that have been processed by 
stopwords into word tokens, and then the word tokens are sorted based on the frequency of 
words in the sentence [16]. The word with the highest frequency will be sorted into the earliest 
index and continue until the word with the smallest frequency. After getting the frequency index 
of the word, the words in the sentence of the helpdesk ticket report will be converted to the 
frequency index number.  

 

 
Figure 3 Word Indexing 
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The padding process is designed to homogenize the shape of the long sequence of 
vectors generated from word indexing. In this study, the base value of the number sequence is 
the longest word, which is 550 words. Words that are less than 550 will be added with 0 at the 
front of the number vector sequence. The token sequence is added with 0 at the front of the 
sequence so that it has the same size of 550 number sequences. The number sequence will be 
processed last into text vector features in word embedding so that it can be processed in the 
BiLSTM model. 

4.2.  Classification 
The classification process is a process where the feature vectors from the 

preprocessing and embedding processes are classified to be predicted with the testing data. 
After the feature vector is obtained by the word embedding process, the feature vector is then 
calculated with the Bi-LSTM method. That is by calculating the forget gate, input gate and 
output gate. The calculation of the forget gate, input gate, and output gate is done forward and 
backward on the feature vector generated from the calculation in word embedding. The 
calculation uses sigmoid and tanh. The feature vector will be sequentially be multiplied by the 
weight matrix and added with a bias. The initial weight and bias values in the Bi-LSTM model 
are initialized the same as word embedding using uniform glorot  [17] [18]. In the BiLSTM 
classification process, the feature vectors from the training data are processed by forward and 
backward LSTM [19]. The feature vectors that have been calculated at the forget gate, input 
gate, and output gate will go through softmax activation to determine the value in performing 
classification. Softmax will take the largest probability as a prediction to determine the label.  

The Bi-LSTM model created has an input dimension vector of 550, which is based on 
the highest number of word sequences and for the output, 256 is chosen as it was done in the 
embedding process. Model summary created is shown in Figure 4 and Figure 5. 

 

 
Figure 4 Model Summary 
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Figure 5 Model visualize 

 

In the dense model used, there are 13 labels or classes in the classification. The label used is 
the field of technicians assigned to resolve helpdesk ticket reports. Feature vector data of 
128,000 each has a label. Labels are converted into dummies or one-hot encode. 

The model that has been designed previously will be measured by conducting a training 
process on the model to be able to classify and predict based on training data and training 
results. The training data used is a feature vector of 128,000 data with a vector dimension 
length of 550. The training process uses batch size scenarios of 64 and 128 and epochs of 10, 
20, 50, and 100. A snapshot of the epoch display carried out in this study is shown in Figure 8, 
Figure 7, Figure 8, and Figure 9, 

 

 
Figure 6 10 epochs 

 

 
Figure 7 20 epochs 
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Figure 8 50 Epochs 

 
Figure 9 100 epochs 

From the epoch scenario, all epochs produced an average accuracy of 91%. Where the results 
are shown in Table 1. 
 

Table 1 Recapitulation of Training Model 
Batch Size Epoch Accuracy 

64 10 91.4% 
64 20 91.1% 
64 50 91.2% 
64 100 91.1% 

128 10 90.9% 
128 20 91.2% 
128 50 91.2% 
128 100 91.1% 

 

From the epochs carried out for epoch 10, linear results were obtained, which moved at 91% at 
epoch 8. While epochs 20, 50 and 100 occur starting at epoch 30. 

Prediction is carried out on helpdesk data for the period June 2022 to December 2022 
which has not been completed by the operator, which is 32,000 data. The data processing 
process passed by the testing data is the same as the training data, namely case folding, 
remove number, remove tab and new line, remove character, stopword, tokenization, and word 
embedding. The data processing is carried out to obtain feature vectors from the new helpdesk 
report data which will be used as testing data. Then the feature vector is predicted to get the 
appropriate label based on the testing data label. The prediction process is done wi th the 
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argmax function or determining the largest value of the label resulting from the Bi -LSTM 
calculation process. The media for testing the prediction of testing data used is a web-based 
application. The application is built using flask. An overview of the helpdesk ticket report 
technician assignment prediction media is shown in Figure 10. 

 
Figure 10 Application Interface 

 

Based on the model that has been saved and applied in the flask web-based application, the 
results of the prediction will be saved into a .csv file and then manually validated by the 
operator. The suitability of the Bi-LSTM prediction will be compared with the actual prediction by 
the operator and given a "True" sign if the Bi-LSTM prediction and actual prediction produce the 
same prediction results and given a "False" sign if the prediction results are not the same. The 
overall results of the Bi-LSTM prediction and the actual prediction from the operator as well as 
the results of matching the prediction results are attached in the appendix of this study. 
Validation is done by the operator and approved by the operator coach. In this study, the results 
of the validation become the performance benchmark of the classification and prediction results 
of BiLSTM. 
 
4.3   Performance Result 

Performance measurement using confusion matrix scheme on 13 labels, 

namely Data Pendukung, Executive Summary, Informasi Profile Kepesertaan, 

Kepesertaan Bukan Penerima Upah, Kepesertaan Jasa Konstruksi, Kepesertaan 

Penerima Upah, Keuangan, Network (Jaringan), Pelayanan, Pengawasan dan 

Pemeriksaan, Permintaan Antar Kantor (Wilayah), User dan Role, dan e-Channel.. 

Where measurements will be made on accuracy, precision, and recall. From the 

validation results carried out by the operator based on the prediction results of the 

BiLSTM model, 2,822 data were obtained which resulted in wrong predictions. This 

means that there are 29,178 data or 91.2% of 32,000 data that produce correct 

prediction results or in accordance with the actual predictions of the operator. From 

these results, each label is calculated TP, TN, FP and FN to measure the overall 

performance of Bi-LSTM. The results of the calculation of TP, TN, FP and FN as a 

whole are shown ina  

Table 2. 
 

Table 2 Confusion Matrix Calculation for each Label 
Label TP TN FP FN Precision Recall 

JURNAL ILMIAH MERPATI VOL. 11, NO. 1 APRIL 2023 p-ISSN: 2252-3006
e-ISSN: 2685-2411

Helpdesk Ticket Classification for Technician Assignment Routes Using BiLSTM (Putu Alan
Arismandika)

58



                                                    

 

Data Pendukung 166  31,568  0 55 1 0.7511 

E-Channel 1,671  27,476  921 41 0.6447 0.9761 

Executive Summary 10  31,965  0 0 1 1 

Informasi Profile 
Kepesertaan 

5,456  22,930  0      
1,900  

1 0.7417 

Kepesertaan Bukan 
Penerima Upah 

2,154  28,955  0 185 1 0.9209 

Kepesertaan Jasa 
Konstruksi 

651  31,273  0 24 1 0.9644 

Kepesertaan 
Penerima Upah 

  4,699  25,192  1,901  208 0.7120 0.9576 

Keuangan dan 
Akuntansi 

698  31,226  0 4 1 0.9943 

Network (Jaringan) 2,505  29,231  0 15 1 0.9940 

Pelayanan 7,926  23,616  0 340 1 0.9589 

Pengawasan dan 
Pemeriksaan 

411  31,516  0 26 1 0.9405 

Permintaan Antar 
Kantor (Wilayah) 

383  30,674  0 26 1 0.9364 

User dan Role 2,448  29,448  0 24 1 0.9903 

Total 29,178  375,070  2,822  2,848  12.3566 12.1263 

 
  The classification process in this study is a multi-label classification so that the 
calculation process of TP, TN, FP and FN is calculated from each label as well as precision and 
recall which are also calculated from each label. To measure the overall performance of the Bi-
LSTM model, the results of TP, TN, FP, and FN are summed up and then divided by the 
number of 13 labels. The results of the overall accuracy, all precision and all recall are shown in 
Table 3 
 

Table 3 Accuracy, All Precision dan All Recall 

Accuracy All Precision All Recall 

0.9118 0.9505 0.9328 
 
From Table 3, obtained the results of accuracy, precision, and recall for 32,000 data testing 
helpdesk ticket reports, namely accuracy of 91.2%, precision of 95%, and recall of 93% 
respectively. 
 
5.  Conclusion  

Based on the test results of the Helpdesk Ticket Classification for Technician 
Assignment Routes Using BiLSTM, it can be concluded that the test was conducted using 
128,000 completed helpdesk ticket report data as training data and 32,000 incomplete helpdesk 
ticket report data as testing data. The BiLSTM prediction process was tested using the Flask 
web application that was created and with a one-by-one helpdesk request input scheme. Out of 
the 32,000 data used as testing data, there were 29,178 data that were validated correctly, or 
91.2% of the total data that were predicted correctly or matched the actual prediction from the 
operator. Overall, the test results showed an accuracy of 91.2%, precision of 95%, and recall of 
93%. 
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