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Abstract

One of the main factors causing the decline in the use of Balinese Script is that Balinese people are less interested in reading Balinese Script because of their reluctance to learn Balinese Script, which is relatively complicated in the recognition process. The development of computer technology has now been used to help perform character recognition or known as Optical Character Recognition (OCR). Developing the OCR application for Balinese Script is an effort to help preserve, from the technology side, as a means of education related to Balinese Script. In this study, that development was conducted by using a Tesseract OCR engine that consists of several stages, i.e., the first one is to prepare the dataset, the second one is to generate the dataset using the Web Scraping method, the third one is to train the OCR engine using the generated dataset, and finally, the fourth one is to implement the generated language model into a mobile-based application. The study results prove that the dataset generation process using the Web Scraping method can be a better choice when faced with a training dataset that requires a large dataset compared to several previous studies of non-Latin character recognition. In those studies, the jTessBox tools were used, which took time because they had to select per character for a dataset. The best result of the language model is a combination of character, word, sentence, and paragraph datasets (hierarchical combination of character, word, sentence, and paragraph datasets) with a coincidence rate of 66.67\%. The more diverse and structured hierarchical datasets used, the higher the coincidence rate.
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1. Introduction

Balinese Script, literature, and language are sources of imagination, creativity, and energy in Balinese culture. This is starting to decline, especially in terms of the use of Balinese Script, which is decreasingly being used in the daily life of Balinese people [1]. One of the main factors causing the decline is that Balinese people are less interested in reading Balinese Script because of their reluctance to learn Balinese Script, which is relatively complicated in the recognition process. Bali Governor Regulation Number 80 of 2018, concerning the protection and use of the Balinese Language, Script, and literature, also the Implementation of the Balinese Language Month, regulates the use of the Balinese language as a means of communication in Balinese family life, communication in all activities of Hindu religious, Balinese customs and culture, and providing information on public services both in government institutions and private institutions as a companion to Indonesian [2].

The development of computer technology has now been widely used to perform character recognition, termed Optical Character Recognition (OCR). OCR converts printed text and images
into digital character forms, which machines can manipulate. OCR implementation has been used in many application sectors, such as education, banking, finance, law, etc. Along with the development of OCR technology, many studies have used OCR to perform character recognition for non-Latin scripts [3]. Most of the development of OCR is still focused on Latin English script because it is supported by the encoding standard of the American Standard Code for Information Interchange or ASCII for short. The limited ability of OCR to recognize non-Latin scripts is a challenge for researchers to improvise.

OCR technology is growing rapidly with the creation of several OCR engines that are open source and paid. This study tested which OCR engine has the highest performance for Information Extraction using Named Entity Recognition by comparing three OCR engines, namely Foxit, PDF2GO, and Tesseract [4]. Based on the research conducted by Ramdhani et al., compared the performance levels of three OCR engines with high-performance levels. The test was carried out with 8,562 government human resource documents in six document categories, two document structures, and four measurements. The test results found that Tesseract was the most suitable solution and got the highest performance in Information Extraction. The details of the test results, on average, PDF2GO gets a performance of 86.27%, Foxit gets a performance value of 84.01%, and Tesseract gets a performance value of 92.46%.

In a study by Abdul Robby et al., they used the Tesseract OCR engine to be implemented as a Javanese Script character recognition engine. This study aims to simplify the process of automatically recognizing Javanese characters using a mobile application [5]. The dataset used as a data source to build the Tesseract OCR engine training data is 5,880 Javanese characters. To build the Javanese Script dataset was collected from digital characters with specifications (3 sets x 120 characters) and handwriting (46 sets x 120 characters). The dataset training tools used in this study are the Neural-Network API from the Tesseract OCR engine. Before the training, the Javanese Script dataset was selected by segmenting each character and setting variables for the cluster of characters using jTessBoxEditor. The highest accuracy achieved by the model generated from the trained data is 97.50%.

The following research similar to the case of non-Latin optical character recognition is the study conducted by Mudiarta et al. This research focuses on preserving knowledge of reading Balinese Script in pictures by combining information technology with Balinese Script discipline. In this study, the OCR application was developed on a mobile-based device with camera facilities. The input in this application is in the form of images and is processed with Tesseract OCR engine technology. The Balinese Script dataset is based on eighteen basic Balinese Script syllables and only numbers to carry out the training process. The tool used to carry out the training process is jTessBoxEditor. This tool has fully automated facilities for training datasets. In the test results for 50 words, 62% recognition was obtained with good quality image-based Bali-Simbar font [1].

From the exposure of the two studies above, there are similarities in terms of the Optical Character Recognition engine and the data training process carried out. The training data to create the trained data model utilizes the jTessBoxEditor tool by segmenting characters from non-Latin character images. The segmentation process is carried out alternately for each dataset owned. The jTessBoxEditor tools must be done manually by segmenting each dataset, making the training process relatively more time-consuming. Several weaknesses occur in the two studies, especially in the data training process. In the chapter suggestions of the two studies, the focus is on increasing the number of datasets used.

Based on the weaknesses and suggestions of the two studies, it can be resolved using different data training methods. In addition to using the jTessBoxEditor tools, there is the latest training method to create trained data, using the latest Tesseract OCR training method. The latest version of Tesseract OCR provides training tools without relying on external tools such as jTessBoxEditor. The concept of training datasets in the newest version of Tesseract OCR tools supports the automatic dataset training process by using the command line for all dataset training execution commands. Compared to jTessBoxEditor, almost all steps must be done manually using a GUI, such as selecting the character box segmentation, correcting the ground truth character box, and merging all the resulting training data files. This latest Tesseract OCR training method can perform dataset training simultaneously for all datasets. According to Idrees & Hassani, since version 4.0, Tesseract OCR presents a new engine based on Long Short-Term Memory (LSTM) [6]. LSTM, as a special form of Artificial Neural Network (RNN), provides much higher accuracy.
in image recognition than the previous version of Tesseract OCR. In the previous version, Tesseract OCR processing still used traditional processing step by step, not using artificial neural network (RNN). In the first stage of connected component analysis, the outline is collected and will be converted into a Blob.

Furthermore, in the second stage, Blob will be arranged into proportional text lines, broken down into words with definite and fuzzy spaces. The third stage is character recognition, namely the recognition of each word, and the last is validating alternative hypotheses to find lowercase text using fuzzy space [7]. The Tesseract can be trained from scratch or refined based on the language that has been trained.

2. Research Methods
This research focuses on applying the latest Tesseract OCR training model for non-Latin digital characters, especially languages that Tesseract OCR has not supported. No research has been found regarding this. This study uses the latest data training method from Tesseract OCR by focusing on the dataset format consisting of two types of datasets, namely the image and the ground truth image. This training method differs from the two studies that discuss non-Latin digital character recognition using the jTessBoxEditor tools to conduct data training [1][5]. The stages carried out in this study can be seen in Figure 1.

![Figure 1. Research Methodology](image)

2.1. Dataset Preparation
Dataset preparation was carried out to obtain a data set consisting of character images and ground truth. The data used to create the dataset is derived from the research conducted by G. Indrawan et al. [8]. That research consolidated a dataset with more than 35,000 words in Balinese with its Indonesian and English counterparts. The transliteration method implemented in the study was adopted using a different platform, namely using a website-based platform. The preparation of this dataset went through several stages for transliteration from Latin to Balinese Script. The first stage was converting the Latin-Balinese dataset into the database using Unicode to display...
on HTML pages. Next, add the family Balinese font Noto Sans Balinese so that the Unicode displayed on the HTML page can be converted into digital Balinese characters. The results of the dataset preparation can be seen in Figure 2.

2.2. Dataset Generation

The dataset generation technique used to extract information from the website platform is the web scraping technique [9]. The web scraping technique extracts information from websites automatically by parsing hypertext tags and retrieving information in the form of text, images, and videos embedded in them from large amounts of data from web pages [10][11]. The web scraping technique implemented in this research consists of four main processes. The first process is to create a scraping template in the form of an HTML page that contains information that can be extracted into a Balinese Script image dataset, and the Balinese Script ground truth. The second process runs the website using the browser in the browser search field. The third process is making a web scraping algorithm to acquire Balinese Script images and automatically extracting ground truth when the algorithm is run. The last process is to store all the datasets resulting from the web scraping technique in the database. The dataset generated from the web scraping process consists of two datasets: the Balinese Script image dataset and the Balinese Script ground truth in digital character format.

2.3. Dataset Training

As a well-known open-source OCR engine, Tesseract [12] is under active development by Google. It is currently available with the latest version 5.0, including the newest version of the LSTM-based OCR engine. Meanwhile, other Tesseract version below 5.0 is categorized as traditional machine [13]. LSTM is a Recurrent Neural Network in Deep Learning developed
specifically for handling sequential prediction problems [14]. Tesseract can be trained using several operating systems, such as Linux, Windows, and macOS, by running a command line set and the Tesseract OCR training shell script [15]. Several operating system options can be selected according to needs, but Tesseract OCR is recommended to use the Linux operating system locally or in the cloud. A virtual server has a relatively good performance in running data training. In their use, containers have various benefits or advantages that make them popular among data training tools, such as having a simple configuration, good security level, can run on several cloud platforms, can perform debugging, and can be used on various operating systems [16]. The dataset training consists of two main processes: character form training and language dictionary creation. The output of the dataset training is the trained data file that needs to be copied to the Tesseract instance data folder and will be used to perform character recognition.

2.4. Language Model Testing
Testing the language model is an important stage to test the language model generated from the dataset training process. The result of trained data obtained after training the dataset through a testing process consisting of two types of testing, namely the unit testing and performance testing stages [17][18]. To perform automated unit testing, some additional requirements are required. It includes additional dependencies for training tools and downloads all necessary submodules, such as git and the model repository. In comparison, performance testing is carried out to obtain test results to see the model's level of speed and performance based on the allocation of resources used [15]. One of the unit testing methods that can be used to measure the language model's accuracy is Coincidence. Coincidence refers to the accuracy level of an optical character recognition language model. The way Coincidence work is to do a match based on an identifiable character matrix. The matrix form in question is a single-line transliteration to the ground truth of the testing character image. The accuracy test result using the Coincidence method is the percentage level of accuracy. A higher level of Coincidence means that the accuracy of the language model is also higher. Still, if the level of Coincidence is low, it means that the quality of the accuracy of the language model is also low [19][20]. A step that can be taken to optimize the model's performance is to optimize the code to increase memory capability in processing large numbers of characters. Much better performance improvements can be made by making the network smaller [21].

2.5. Tesseract Mobile Framework
The mobile framework technology used in this research is the Flutter Mobile Framework. Flutter is an open-source UI kit developed by Google that allows the creation of cross-platform applications, including Android and iOS platforms. Flutter was first introduced at the 2015 Dart Developer Summit. On December 4th, 2018, Google released Flutter 1.0 at the Flutter Live Event. This also marks the release of the first stable version of Flutter. Subsequently, Flutter 1.12 was released at the Flutter Interact event on December 11, 2019 [22]. Flutter supports cross-platform that can be run on several different platforms. By using Flutter, the Android and iOS application development process can be done at the same time.

Other than mobile platforms, Flutter can also run on web and desktop platforms. This will save time by not needing to learn the native language used on each platform. As a result, developers can produce high-quality applications that run well on multiple platforms using only one codebase [23]. Flutter uses Dart programming language, which Google also created in 2011. The Flutter engine is mainly written in the C++ programming language and remains at the core of Flutter. The engine implements Flutter's core APIs, including accessibility support, Dart runtime, text graphics layout, and plugin architecture. Flutter consists of a system layer structure. It works and runs in order, with each layer depending on the previous layer [24]. With the advantage offered by Flutter in the development process, namely one codebase for multi-platforms, it can provide a level of code efficiency that can be increased. In principle, the flutter system development applies the concept of reusable widgets, where the basic architecture of Flutter can be seen in Figure 3.
3. Result and Discussion

Balinese Script Optical Character Recognition uses Tesseract OCR engine version 5 as the model and Flutter mobile framework version 2.16 as the mobile application framework. In the dataset training stage, the operating system used is a Linux Ubuntu 20.04 virtual server with specifications of 1 GB Memory, 25 GB Disk, and SGP1 - Ubuntu 20.04 (LTS) x64. For the dataset training process to run in an isolated environment, a service is needed that provides the ability to package and run an application in an isolated environment called a container. With adequate isolation and security, running multiple containers simultaneously on a particular host is possible. In this section, the discussion related to the research results consists of several sections based on the two main technologies used: Tesseract OCR and Flutter Mobile Framework.

3.1. Dataset Generation Result

Generating datasets using the web scraping method aims to produce two datasets: the Balinese Script image dataset and ground truth transliteration. The process of generating data requires Balinese language data, which is converted into Balinese Script using Unicode. The Balinese language data used is a Balinese transliteration dataset totaling 35,319 words. The composition of the transliterated dataset consists of Balinese, Indonesian and English words. The amount of data based on the word index of the dataset can be seen in Table 1.

Based on the composition of the transliterated data in Table 1, it is then converted into a pair of data, namely a single-line text image with a "png" file extension and its single-line transliteration text with a "gt.txt" file extension. The form of the resulting dataset can consist of text images of the alphabet and text images of words in Balinese. At the dataset generation stage, a website-based platform uses the Laravel framework as a backend. In addition to using the backend at this stage, the other plugin for the image acquisition process that works on the client side was used. This plugin aims to ease server performance in generating a large number of datasets. This image acquisition process captures selected HTML pages based on the index id of each element simultaneously. Using an id on each HTML element aims to provide a unique identity so that when the image acquisition plugin performs image capture, it can select the area's boundary. A sample of data from the generated dataset can be seen in Figure 4.

To carry out the training and validation process, the dataset is divided into a composition of 90% for training and 10% for conducting the validation process. The dataset used to carry out...
the testing process is built by pairs of data taken each from the word index so that the amount of data used to carry out the testing process is 21 pairs of data.

<table>
<thead>
<tr>
<th>Word Index</th>
<th>Word Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1423</td>
</tr>
<tr>
<td>B</td>
<td>2090</td>
</tr>
<tr>
<td>C</td>
<td>1171</td>
</tr>
<tr>
<td>D</td>
<td>936</td>
</tr>
<tr>
<td>E</td>
<td>642</td>
</tr>
<tr>
<td>G</td>
<td>1686</td>
</tr>
<tr>
<td>H</td>
<td>28</td>
</tr>
<tr>
<td>I</td>
<td>468</td>
</tr>
<tr>
<td>J</td>
<td>792</td>
</tr>
<tr>
<td>K</td>
<td>3767</td>
</tr>
<tr>
<td>L</td>
<td>1494</td>
</tr>
<tr>
<td>M</td>
<td>4881</td>
</tr>
<tr>
<td>N</td>
<td>4602</td>
</tr>
<tr>
<td>O</td>
<td>274</td>
</tr>
<tr>
<td>P</td>
<td>3508</td>
</tr>
<tr>
<td>R</td>
<td>894</td>
</tr>
<tr>
<td>S</td>
<td>2943</td>
</tr>
<tr>
<td>T</td>
<td>2279</td>
</tr>
<tr>
<td>U</td>
<td>856</td>
</tr>
<tr>
<td>W</td>
<td>576</td>
</tr>
<tr>
<td>Y</td>
<td>9</td>
</tr>
</tbody>
</table>

3.2. Dataset Training Result

At the dataset training stage, several stages must be done to the generated dataset. The first stage groups the dataset into several groups, namely the dataset group per character, the dataset group per word, the dataset group per sentence, and the dataset group per paragraph. In the next second stage, after grouping the dataset, the datasets are arranged based on the dataset hierarchy. The preparation process of a dataset hierarchy is made into several versions and tested whether the hierarchical arrangement can increase the quality of the dataset training result. The first hierarchical arrangement of dataset training is a hierarchical arrangement by combining the dataset randomly (Random Dataset Combination Hierarchy). The percentage rate of coincidence obtained using a random hierarchical arrangement is 25%. Next is the hierarchical
arrangement of the dataset using per character only (Single Character Dataset Combination Hierarchy). The hierarchical arrangement of this dataset gets a coincidence percentage rate of 40%. This result increased from the previous hierarchy, which consisted of a random dataset combination.

The last dataset hierarchy is a hierarchical arrangement consisting of dataset group per character, dataset group per word, dataset group per sentence, and finally, dataset group per paragraph (Combination Hierarchy of Character, Word, Sentence, and Paragraph Datasets). The hierarchical arrangement of this dataset regards the order of levels according to the order described previously. The dataset training process using this hierarchical arrangement is carried out in several training iterations until all the hierarchical levels are finished. The first level being trained is the dataset level per character. After the process is complete, it will proceed to the dataset level per word, after that the dataset level per sentence, and the last is the dataset level per paragraph. The results from the dataset training using this hierarchy got a coincidence percentage rate of 66.67%. The coincidence rate obtained has increased compared to the previous two experiments. The generated language model by the dataset training process is in the form of a trained data binary file. This language model will be the language library of the Tesseract OCR engine. Based on the result of the data training carried out, it can be seen that several dataset training scenarios were carried out with different dataset compositions and hierarchies. The result of the language model (trained data file) that will be used is the language model, which has the highest coincidence rate. The following dataset training results can be seen in Figure 5.

![Figure 5. Dataset Training Results](image)

The combination and the hierarchy of datasets used are the main factors influencing the increase in the coincidence performance of the three experiments conducted using different combinations of training datasets. The results of the three experiments have a common thread in terms of the hierarchical structure of the dataset. The more structured the hierarchy used, the better the coincidence rate. This increase is because Tesseract OCR learns and recognizes characters starting from the smallest unit, namely per character, then per word, after that per sentence, and finally per paragraph. The following graph of the increase in the coincidence rate can be seen in Figure 6.
The preliminary test of the resulting model language includes several test scenarios, namely the Basic Syllables test scenario, the Numerals test scenario, and the word test scenario. From the model language test process, the maximum coincidence rate was 100%, the minimum coincidence rate was 66.67%, and the average coincidence rate was 88.26%. The test results can be seen more clearly in Figure 7.

Figure 6. The Coincidence Performance

Figure 7. Testing Result
3.3. Tesseract Mobile Framework Implementation

The application is built using the Flutter mobile framework by applying the concept of a clean code architecture. The clean code architecture is a blueprint for a modular system, which strictly follows a design principle called separation of concerns. More specifically, this architectural style focuses on separating the software into multiple layers to simplify the development and maintenance of the application itself. When layers are appropriately separated, code snippets can be reused, developed, and updated independently. The resulting application is also scalable, readable, testable, and can be easily maintained at any time. In addition to using clean code architecture, the application uses the Flutter Tesseract OCR dependency version 0.4.20 with a minimum SDK version of 2.12. To carry out the process of recognizing Balinese characters, the application can receive Balinese Script image input in two ways: using existing images that can be taken from the smartphone gallery or images taken from smartphone cameras. The Balinese Script image input will be processed to be recognized and converted into text. The results of the implementation of the Tesseract Mobile Framework OCR can be seen in Figure 8.

Figure 8. Balinese Script OCR Application: (a) Camera Screen; (b) Image Preview Screen; (c) Balinese Script Screen; and (d) History Screen

4. Conclusion

Several initial steps were carried out in the dataset preparation process: preparing Balinese transliteration data, converting Latin Balinese to Balinese Script using Unicode, and creating a template for the dataset generation process. Dataset generation utilizes web scraping methods and a web-based platform for the image acquisition process. The result of generating the dataset is in the form of paired files, namely a single-line-text image of Balinese characters (with "png" file extension) and its related single-line text transliteration (with "gt.txt" file extension). The dataset has been successfully generated with 35,319 image-text file pairs. The optical character recognition method and engine used in training the dataset and the Balinese character recognition process is Tesseract OCR version 5. The dataset training process consisted of three experiments with different dataset hierarchical structures. The first dataset hierarchy is a random dataset combination (Random Dataset Combination Hierarchy) which produces a coincidence rate of 25%. The second dataset hierarchy is the dataset hierarchy per character (Single Character Dataset Combination Hierarchy), with a coincidence rate of 40%. Then, the last dataset hierarchy is a combination of dataset per character, dataset per word, dataset per sentence, and dataset per paragraph (Dataset Combination Hierarchy of Character, Word, Sentence, and Paragraph) by producing a coincidence rate of 66.67%. From the three dataset hierarchical structures used for the training process, it can be concluded that the more diverse and structured the dataset
hierarchy used, the higher the coincidence rate. The training process's result from the trained data language model is then implemented into a mobile-based application platform. Mobile application development uses the Flutter mobile framework by applying a clean code architectural concept. That mobile application has several main pages: Camera Screen, Image Preview Screen, Balinese Script Screen, and History Screen. It can be concluded that generating a dataset can be a better choice when needing a large training dataset compared to some previous studies that used jTessBox tools that require relatively more time to select characters for the dataset.

Based on the results of the research process that has been carried out, it is realized that the coincidence level can still be improved. Several things are important to note to improve the coincidence rate result. In this study, the dataset used in building the language model is limited to only using synthetic data images. The next work to be carried out is to enhance several dataset hierarchies by combining several Balinese script characters with different styles, like optical characters, original data, and handwritten characters. The hierarchical arrangement of the dataset will refer to the more complex Balinese writing rules based on the existing Balinese dictionary. Furthermore, the structured hierarchy will be verified by Balinese language and script experts to ensure the validity of the dataset to be trained. Related to the image quality of the dataset, there will be stages like preprocessing, thresholding, and other image preprocessing methods before carrying out the dataset training process.
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