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Abstract 

 

Coronavirus 2 (SARS-CoV-2) is the cause of an acute respiratory infectious disease that can 
cause death, popularly known as Covid-19. Several methods have been used to detect COVID-
19-positive patients, such as rapid antigen and PCR. Another method as an alternative to 
confirming a positive patient for COVID-19 is through a lung examination using a chest X-ray 
image. Our previous research used the ANN method to distinguish COVID-19 suspect, 
pneumonia, or expected by using a Haar filter on Discrete Wavelet Transform (DWT) combined 
with seven Hu Moment Invariants. This work adopted the ANN method's feature sets for the 
Support Vector Machine (SVM), which aim to find the best SVM model appropriate for DWT and 
Hu moment-based features. Both approaches demonstrate promising results, but the SVM 
approach has slightly better results. The SVM's performances improve accuracy to 87.84% 
compared to the ANN approach with 86% accuracy. 
 
Keywords: X-ray image, COVID-19, Classification, Support Vector Machine, Artificial Neural 
Network 

  
 
1. Introduction 

The COVID-19 disease's first outbreak in Wuhan, China, in December 2019 [1] is a respiratory 
infectious disease caused by coronavirus 2 (SARS-CoV-2). This disease is highly contagious and 
can be transmitted through the droplet, spreading quickly and widely [2]. The PCR (Polymerase 
Chain Reaction) swab test is a highly recommended method for detecting COVID-19 patients [3], 
but it requires health personnel resources and expensive equipment, and a lengthy analysis 
process [4]. Another method is a rapid antigen that requires a fast time but can only detect 
suspected COVID-19. The delay in test outcomes and the deficiency of test kits create it 
challenging to determine the number of positive possibilities of COVID-19 so that the spread of 
the infection is more expansive and can worsen the situation [4] [5]. 

Other techniques to detect COVID-19 are examining clinical symptoms, epidemiological records, 
Computed Tomography (CT) images or chest X-rays, and positive pathogen tests [6]. 
Radiographic images obtained via X-rays can be used to examine suspected cases of COVID-19 
through analysis of pneumonia. Chest X-rays were chosen for examination because they are 
cheaper, have minor radiation exposure, and have more comprehensive use coverage than CT 
scans [9][10]. Based on WHO data, that COVID-19 patients generally suffer from severe 
pneumonia [7]. The Ref [7] is in line with research in China, which showed that 91.1% of 1099 
patients diagnosed with Covid-19 developed pneumonia [8]. The similarities between COVID-19 
and pneumonia make it difficult for radiologists to distinguish between them, leading to 
misdiagnosis. Misdiagnosis of disease can result in delays and incorrect treatment resulting in 
mental and material losses. 

Artificial Intelligence (AI) can be developed to assist doctors in diagnosing patients, such as the 
diagnosis of chest radiographs. One of them uses the Support Vector Machine (SVM). SVM is a 
learning machine that can be used for image classification of more than two classes. Multiclass 
SVM can currently classify data into several classes (more than two). Previous studies related to 
the classification of COVID-19 based on X-ray images using the Convolution Neural Network 
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(CNN) approaches succeeded in providing an accuracy of 83.4% and 93.2% [11]. While the CNN 
variation model called CVDNet has succeeded in classifying x-ray images into COVID-19, 
pneumonia, and normal categories, which has an accuracy of 96.69% [12]. Another radiographic 
image study based on the Artificial Neural Network (ANN) for classifying six categories was also 
successfully developed and gave the best accuracy of 88.5% [13]. 

The moment invariant feature of MRI image application for classifying Alzheimer's disease[14] 
has been successfully carried out and provides 91.4% accuracy for the KNN technique and 100% 
accuracy for the SVM technique. Application of features based on Discrete Wavelet Transforms 
(DWT) and ANN to classify brain images with an accuracy of 94.8% [15]. 

Another study that applied DWT and ANN haar filters to view cracks under the support of Scale-
Invariant Feature Transformation and K-means clustering has achieved an accuracy of 93.4% 
[16]. Furthermore, the application of DWT feature extraction and Principal Component Analysis 
with ANN classifier to detect minor chronic brain hemorrhage resulted in 88.43% accuracy. 
Another work to classify weeds based on moment invariant features and ANN classification 
techniques has achieved an accuracy of 92.5%[17]. 

Based on the background outlined above, the author intends to conduct a study to create a model 
to predict COVID-19 by comparing the SVM and ANN methods. The comparison is made because 
the two calculation methods have similarities in the information to be considered, distinguishing 
them in the settlement process. Additionally, this study is a development of the DWT and Moment 
Invariant-based features of chest x-ray images[18] and Covid-19 prediction based on  DWT and 
moment invariant features and ANN classifier[19]. The main aim of this work is to find the best 
SVM model appropriate for mentioned features. 

 
2. Research Methods 

2.1. Dataset and Tools 

This research utilizes a dataset of chest radiography images [20] consisting of three categories, 
namely COVID-19, pneumonia, and normal. Each class has 1345 images with a resolution of 
1024x1024 pixels and is saved in jpg format. The hardware tool used to complete the research is 
a computer with specifications Intel 8th Gen Core i7 processor, NVIDIA Geforce  GPU, and 8 GB 
RAM. While the software running in this work is Windows 10 64-bit, Python 3.8.5, JupyterLab, 
and Visual Studio Code. 

2.2. Research Processes 

The research was completed through four main processes: literature study, data preparation, and 
modeling and testing. The literature study examined the primary sources of research, especially 
journals and proceedings related to radiographic images, DWT methods, invariant moments, and 
SVM. The study is in the form of analyzing the advantages and disadvantages of the methods 
associated with this research. 

Data preparation is data selection for the training and testing process. The dataset is a collection 
of chest radiography images from a research team from Qatar University and the University of 
Dhaka Bangladesh and collaborators from Pakistan and Malaysia. In this case, the data were 
randomly selected from a dataset consisting of 15153 images [20]. Based on the query, it turns 
out that the number of samples of the image is not balanced per category, which can generate 
issues associated with the achievements of the machine learning model that was built. This issue 
is solved by resampling the dataset in two manners: under-sampling and over-sampling. In the 
case of covid classification, the primary item to remark is the number of false negatives because 
this fallacy is the most harmful compared to false positives. So, under-sampling is done to reduce 
the large class size so that the data is proportional. 

Examples of chest radiographic images for the three classes from the data preparation process 
are presented in Figures 1, 2, and 3. Figures 2 and 3 show the class data for Covid-19 and 
Pneumonia, which have characteristic white marks on the lungs with particular intensity levels. 
However, the white mark intensity level on the COVID-19 chest radiograph is different in 
brightness. This pattern will be extracted and made into a model for its classification. While Figure 
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4 is a chest radiograph image of the normal class, which is dominated by black color in the lungs, 
which shows the air content in the lungs. 

 

   
 

Figure 1. COVID-19 image samples 
 

   
 

Figure 2. Pneumonia image samples 
 

   
 

Figure 3. Normal image samples 
 

Modeling and testing require several sub-processes, such as pre-processing, feature extraction, 
and SVM creation, which will be explained in the following subsection. 

2.3. Model Construction 

In simple terms, there are two main processes, namely training and testing, for developing a 
COVID-19 prediction model, which is presented in Figure 4. 
 

 
 

Figure 4. Training and Testing Process 
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The training process's first stage is image resizing, grayscale conversion, and normalization, 
which aims to speed up the process and avoid data inconsistency problems. The second stage 
is the feature extraction process, which uses the DWT and moment invariant methods, which are 
then used to train SVM. The third stage is to do SVM testing using validation data taken from 
training data. Finally, the best training SVM model is stored for the testing data prediction process. 

The testing process is carried out using the first and second stages of the training process for 
each testing image. Furthermore, the best training SVM model is used for the classification of 
testing image features. Confusion matrix, precision, and recall are used to assess the 
performance of the proposed prediction system. 

2.3.1. Pre-processing 

At this stage, the input image dataset with a resolution of 1024x1024 pixels is converted to 
grayscale, resized to 128x128 pixels, and finally normalized. An illustration of the pre-processing 
process is presented in Figure 5. 
 

  
 

Figure 5. Pre-processing illustration 

2.3.2. Feature Extraction 

Each pre-processed image will have its features extracted using the DWT method and invariant 
moment. Feature extraction was performed using a first-order Daubechies wavelet filter (Haar). 
The implementation process to get four sub-image called average, detail-horizontal, detail-
vertical, and detail-diagonal of the input image are done by applying the "PyWavelets" library. 
Furthermore, the mean, variance, and statistical energy values were calculated from each of the 
approximation, horizontal, vertical, and diagonal sub-images. An illustration of the feature 
extraction process with DWT is given in Figure 6. 
 

 
 

Figure 6. The illustration of DWT's feature extraction 
  

The moment invariant value, which represents the change in value for translational and rotational 
variations, is extracted from the approximation component (C_A) of the DWT results. This 
component was chosen because it is the most similar component to the input image. The 
illustration of moment invariant feature extraction is given in Figure 7. 

 
 

Figure 7. The illustration of invariant moment feature extraction. 
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2.3.3. Training 

The initial process of the training stage is to load the features from the feature extraction stage. 
The features will be trained with the SVM method. The multiclass support is handled according to 
a one-vs-one scheme. The One-vs-One strategy splits a multiclass classification into one binary 
classification problem per each pair of classes. The training process results are stored in the form 
of a struct for later use in the testing process. 

2.3.4. Testing 

The confusion matrix shown in Table 1 is a tool to assess the result of the model's achievements. 
True COVID-19 (TC) is the actual data of the COVID-19 category correctly predicted COVID-19. 
False COVID-19 (FC) is pneumonia or normal category data incorrectly predicted as COVID-19. 
True Pneumonia (TP) is pneumonia category data correctly predicted as pneumonia. False 
Pneumonia (FP) is another category incorrectly predicted as pneumonia. True Normal (TN) is a 
normal category correctly predicted as a normal category. False Normal (FN) is another category 
incorrectly predicted as a normal category. 
 

Table 1. Confusion matrix tool for model evaluation 

 
Predicted category 

Covid-19 Pneumonia Normal 

Actual 

category 

Covid-19 TC FP FN 

Pneumonia FC TP FN 

Normal FC FP TN 

 

The Confusion matrix will calculate three quantities: accuracy, precision, and recall. Accuracy is 
calculated using equation 1. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝐶)+(𝑇𝑃)+(𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙
 (1) 

The precision calculated using equation 2 is the level of correctness of the instance to forecast 
the category that matches the actual category. The accuracy is very valuable for specifying the 
effect of false positives. The model detects a non-covid category as COVID-19, implying that the 
instance lacks precision. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝐶)

(𝑇𝐶)+(𝐹𝐶)
 (2) 

The recall calculated using equation 3 is valuable for defining the effect of false negatives. The 
instance incorrectly predicts COVID-19 data as non-covid, meaning recall is of low value. The 
Covid prediction system becomes very dangerous if the system has a low recall. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝐶)

(𝑇𝐶)+(𝐹𝑃)+(𝐹𝑁)
 (3) 

2.3.5. Testing Mechanism 

Testing is accomplished with several phases to obtain the best model. The first phase is to choose 
1345 images randomly from the dataset. Furthermore, the selected data is split under the ratio of 
80% versus 20% for the training and testing set, respectively. The SVM model is tested to find 
the best parameters using Grid Search: 

1) C (0.1, 1, 10, 100, 1000) 

2) Kernel (linear, polynomial, sigmoid, and radial basis function (RBF)) 

3) Gamma (1, 0.1, 0.01, 0.001, 0.0001) 

The initial parameters applied in the model test are the value of C=0.1, Gamma=1, and the linear 
kernel. The initial parameter values are selected from the first-order value of each test parameter. 
Finally, the best model is evaluated by k-fold cross-validation utilizing the k = 2~10 to validate and 
keep away bias in data sharing. 
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3. Result and Discussion 

3.1. Testing on the value of C 

This test aims to determine the best value of the C parameter of the SVM model. It is well known 
that the values of C and Gamma depend on the case of the image being handled. The test results 
for variations in the value of C are presented in Table 2. 
 

Table 2. The value of C versus the performance indicator  

C Accuracy Precision Recall 

0.1 47% 35% 48% 

1 58% 55% 56% 

10 63% 62% 62% 

100 67% 67% 66% 

1000 77% 77% 76% 

 
According to Table 4, the best achievement was obtained at the value of C=1000. The C 
parameter tells the SVM optimizer how much we want to avoid misclassifying each training 
instance. In this case, the larger the value of C, the higher the model's performance. For larger C 
values, the optimization will select a hyperplane with less margin if that hyperplane provides all 
training data classified correctly. Furthermore, the value of C=1000  will be employed in the 
following evaluation. 

3.2. Testing the kernel type 

A kernel is a way of adding more features to the data to make it linearly separable. The kernel 
variations will also produce different performances depending on the data. Polynomial, RBF, and 
sigmoid kernels are popular, especially for non-linear data. The achievement of each variation on 
the kernel type is shown in Table 3. 
 

Table 3. The type of kernel versus the performance indicator  

kernel Accuracy Precision Recall 

linear 77% 77% 76% 

polynomial 86% 86% 86% 

RBF 81% 81% 81% 

sigmoid 16% 10% 15% 

 
The experimental result in Table 3 shows that the best achievement of the SVM model is given 
when the polynomial kernel type is applied. Furthermore, the polynomial kernel type will be 
employed for the next evaluation. 

3.3. Testing on the value of Gamma 

Similar to the C parameter, the variations values of Gamma will deliver different interpretations 
depending on the image obstacle being addressed. In this work, five Gamma variations were 
evaluated, and the experimental results are presented in Table 4. 
 

Table 4. The Gamma variations versus the performance indicator Gamma 

Gamma Accuracy Precision Recall 

1 86% 86% 86% 

0.1 72% 72% 71% 

0.01 46% 37% 47% 

0.001 30% 10% 33% 

0.0001 30% 10% 33% 
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Table 4 shows that the Gamma=1 gives the best achievement. It can be seen that the Gamma 
value significantly affects the accomplishment of the SVM model. The achievement of the SVM 
model decreases along with the smaller Gamma value. 

Finally, it can be concluded that the three best parameters for the SVM model are C=1000, 
Gamma=1, and polynomial kernel type, which provides the highest performance. Hence, the best 
SVM model is evaluated for the data test, and the confusion matrix in Table 5 represents the test 
results. 
 

Table 5. The best SVM model achievements 

 
Predicted Class 

COVID-19 Pneumonia Normal 

Actual 
Class 

COVID-19 257 15 13 

Pneumonia 16 203 27 

Normal 11 32 233 

 
Based on the data in Table 5, the best model of SVM performs well for a chest radiography image 
prediction, indicated by 86.87% accuracy, 85.68% precision, and 85.71% recall. 

3.4. Data Sharing Test 

The next test was conducted to evaluate the variation of data splitting using k-fold cross-validation 
on the best SVM model. The splitting technique in the previous test data was hold-out validation 
which had the weakness of bias between training data and testing data because of a sharing 
process. Thus, testing using k-fold cross-validation, which divides the data into several k groups 
and ensures that each group is used as testing data, can overcome the weaknesses of the 
previous test. 

Variations in the k value or fold value used in this test are 2, 3, 4, 5, 6, 7, 8, 9, and 10. For each 
variation in the value of k, one-fold will be taken as testing data and the rest as training data. The 
test results are presented in Table 6. 
 

Table 6. The experimental result on data-splitting 

K Accuracy Precision Recall 

2 83.91% 83.75% 83.67% 

3 83.91% 83.98% 83.88% 

4 85.40% 85.32% 85.56% 

5 83.91% 83.85% 83.80% 

6 82.88% 83.16% 82.87% 

7 83.37% 83.28% 83.31% 

8 85.11% 85.76% 85.20% 

9 85.86% 85.87% 85.96% 

10 87.84% 87.80% 87.96% 

 
Table 6 shows that the k = 10 delivers the most increased accuracy, precision, and recall (87.84% 
accuracy rate, 87.8% precision, and 87.96% recall) when the ratio of training and testing data 
sharing is 9:1. It means the best model of SVM could deliver a good performance for k= 10, which 
is the best data sharing with low bias. 

3.5. Model Comparison  

The comparison of the model is based on the best results from the predictions proposed using 
SVM with the previous predictions using the method[19]. Based on the experimental results, it is 
known that the success of the two models is slightly different. However, the prediction model 
using SVM gave a slightly better performance with 87.84% accuracy, 87.8% precision, and 
87.96% recall, as presented in Table 7. 
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Table 7. Model Comparison 

Method Accuracy (%) Precision (%) Recall (%) 

SVM 87.84 87.80 87.96 

ANN 86.32 86.35 86.26 
 
Our proposed SVM model's accuracy, precision, and recall are slightly better than our previously 
reported ANN method[19]. The excellent optimization and similarity treatment of both the SVM 
and ANN methods allowed us to analogize these computational approaches. The SVM method 
slightly outperforms ANN for the chest radiographic images for our application using the current 
data set. The exact reason for this improvement is difficult to determine and may be due to better 
or varying-parameter selection and non-linear nature of the dataset, or both. It could also be 
because SVM converges on a global minimum and allows for better noise tolerance; therefore, it 
may be more robust for a large set of features [21]. Nevertheless, both ANN and SVM could be 
used to identify COVID-19 suspects, pneumonia, or normal from chest radiographic images. 
Compared to the most related method, CVDNet[12],  which provided an accuracy of 96.69%, Our 
proposed SVM shows a lack of performance; however, the SVM model requires much fewer 
parameters than the commonly CNN-based method (CVDNet)[12]. 

 

4. Conclusion and Future Works 

The best SVM prediction model with statistical features of DWT results and moment invariance 
has been successfully developed with good performance, as evidenced by 86% accuracy, 86% 
precision rate, and 86% recall rate. The best parameters of the SVM prediction model for chest 
radiography image prediction are C=1000, Gamma=1, and polynomial kernel type. Based on the 
k-fold cross-validation test conducted to verify the model's achievement, the best accuracy rate 
is 87.84%, the precision level is 87.8%, and the recall rate is 87.96% for the best k value is 10. 
When compared to the model ANN prediction, the SVM prediction model gives slightly 
outperformed ANN results for the chest radiographic images for our application using the current 
data set. 

Other models still need to be developed in the future, considering the performance is not yet 
optimal. Deep learning will likely improve predictive performance, considering that Deep-Learning 
assesses many features in the prediction process. 
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