Optimizing Random Forest using Genetic Algorithm for Heart Disease Classification
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Abstract

Heart disease is a leading cause of death worldwide, and the need for effective predictive systems is a major source of the need to treat affected patients. This study aimed to determine how to improve the accuracy of Random Forest in predicting and classifying heart disease. The experiments performed in this study were designed to select the most optimal parameters using an RF optimization technique using GA. The Genetic Algorithm (GA) is used to optimize RF parameters to predict and classify heart disease. Optimization of the Random Forest parameter using a genetic algorithm is carried out by using the Random Forest parameter as input for the initial population in the Genetic Algorithm. The Random Forest parameter undergoes a series of processes from the Genetic Algorithm: Selection, Crossover Rate, and Mutation Rate. The chromosome that has survived the evolution of the Genetic Algorithm is the best population or best parameter Random Forest. The best parameters are stored in the hall of fame module in the DEAP library and used for the classification process in Random Forest. The optimized RF parameters are max\_depth, max\_features, n\_estimator, min\_sample\_leaf, and min\_sample\_leaf. The experimental process performed in RF uses the default parameters, random search, and grid search. Overall, the accuracy obtained for each experiment is the default parameter 82.5\%, random search 82\%, and grid search 83\%. The RF+GA performance is 85.83\%; this result is affected by the GA parameters are generations, population, crossover, and mutation. This shows that the Genetic Algorithm can be used to optimize the parameters of Random Forest.
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1. Introduction

Heart disease, or coronary heart disease, is one of the biggest causes of death globally. According to WHO (World Health Organization), in 2015, an estimated 8.8 million people died from heart disease; in the United Kingdom (UK), at least 2.3 million people suffered from heart disease, and in 2014 this condition contributed to at least 69,000 total deaths [1]. The key risk factors that affect a person with heart disease are High blood pressure, high cholesterol, and smoking. Many medical issues such as lifestyle choices, including diabetes, obesity, poor nutrition, physical inactivity, and excessive alcohol consumption, may also put people at a higher risk of heart disease [2].

Computer-aided detection (CAD) is designed to provide automated predictions of heart disease [2]. As one of the modern methods of computer-assisted detection, machine learning is an emerging technology to analyze medical data and provide a prognosis on early detection results. Different researchers use machine learning to diagnose heart disease to compare data mining tools and machine learning to classify heart disease using the Cleveland dataset from UCI Machine Learning [2] [3] [4].

Some researchers show that Random Forest (RF) accurately predicts heart disease because it
performs better. Research [5] compared random forest with KNN for predicting heart disease. The results obtained are RF achieving 95% accuracy compared to KNN achieving 73% accuracy. Therefore, predictions made by RF are better than KNN [5]. Sravanthi [6] compared the classification methods of RF, decision tree, artificial neural network, SVM, Naive Bayes, and KNN on coronary datasets. Accuracy results obtained were 0.88%, 0.87%, 0.86%, 0.83%, 81% and 0.77% respectively. RF has the highest accuracy. Besides predicting heart disease, RF is also used for other domains, such as forecasting new students [7]. Based on previous research, it was shown that RF has better accuracy and performance than other algorithms, so in this study, the Random Forest algorithm will be used to perform classification.

Optimizing RF parameters can improve the accuracy of the prediction model [8] [9]. RF involves several hyperparameters controlling the structure of each tree, structure, size, and randomness of the forest [10]. Grid Search and Random Search can automatically find the optimal hyperparameter in RF. Grid Search is an optimization algorithm that searches all possible combinations in the search space [9]. Random Search [11] is an approach that randomly samples parameters defined by search space.

Meanwhile, the Genetic Algorithm (GA) is one of the best-known machine learning algorithms for solving optimization problems [12] and gives the optimal value of a function. Genetic algorithms (GA) is an optimization strategy inspired by evolution. GA work by adopting the evolutionary process on a population of solutions [13]. GA is already used to solve various optimization cases. Currently, many researchers are using a GA to optimize the RF hyperparameter [9] [12] [14] [15]. Research [16] has conducted a literature study on the use of GA for heart disease and concluded that the use of GA achieved an accuracy of up to 97.7%. Results show that GA can be used to optimize RF parameters.

This research’s novelty is optimizing RF hyperparameter for heart disease Classification. Due to the ability of GA to perform optimization, GA will be used as an optimization algorithm to optimize RF parameters. After that, the optimization results will be compared with Grid Search and Random Search. The purpose of using GA is to get an optimized hyperparameter and produce higher accuracy for Heart Disease Classification. The result is that using Random Forest with genetic algorithms has higher accuracy than using only Random Forest.

2. Method

The method designed to implement random forest optimization using a genetic algorithm consists of several stages. The design begins with the data preprocessing process, namely data merging, data cleaning to clean the data, and data reduction to remove features with high missing values. After doing the preprocessing stage, it will proceed to one of the two processes that have been passed. The Random Forest classification process is intended for Random Forest classification without going through an optimization process. The second process is the Random Forest optimization process using the Genetic Algorithm. This process produces the best parameters, which will be classified again using Random Forest. The classification results from both approaches will be evaluated. The research method used to optimize random forest parameters using genetic algorithms can be seen in Figure 1.
2.1. Data Preprocessing

The dataset used in this research is a dataset taken from the UCI Machine Learning website [17]. The dataset has 13 attributes: attributes sex, fbs, exang, and target with binary data type; attributes cp, restecg, slope, ca, and thal with categorical data type; attributes age, trestbps, chol, thalach, and oldpeak with continu data type.

Data preprocessing used in this research are data cleaning, data integration, and data reduction. Data preprocessing needs to be done to ensure the quality of the data used. The quality of the data decreases if the data obtained is incomplete, inconsistent, and contains special characters that are not needed. The Cleveland dataset and the Hungarian dataset were merged in data integration because the dataset has the same features. The Heart Disease dataset is data that is not too large and complex. When this dataset is put together, it creates 596 rows and 14 attributes.

The percentage of missing values can be shown in Table 1.

<table>
<thead>
<tr>
<th>No</th>
<th>Atribut</th>
<th>Total missing value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ca</td>
<td>49.41%</td>
</tr>
<tr>
<td>2</td>
<td>Thal</td>
<td>44.39%</td>
</tr>
<tr>
<td>3</td>
<td>Slope</td>
<td>31.83%</td>
</tr>
<tr>
<td>4</td>
<td>Chol</td>
<td>3.85%</td>
</tr>
<tr>
<td>5</td>
<td>Fbs</td>
<td>1.34%</td>
</tr>
<tr>
<td>6</td>
<td>Exang</td>
<td>0.17%</td>
</tr>
<tr>
<td>7</td>
<td>Thalach</td>
<td>0.17%</td>
</tr>
<tr>
<td>8</td>
<td>Restecg</td>
<td>0.17%</td>
</tr>
<tr>
<td>9</td>
<td>Trestbps</td>
<td>0.17%</td>
</tr>
</tbody>
</table>

Data cleaning helps in the process of overcoming missing values, data inconsistencies, and detecting outliers. To overcome this, a preprocessing technique was carried out to see the number of missing values contained in the dataset; for continuous attributes, the missing values will be handled by their mean. Meanwhile, the categorical attributes will be input with '0'. Due to the three attributes we have dropped, the final data result is 596 rows, and 11 attributes are used for making machine learning models. The distribution of training and testing data states that the data splitting process uses the train_test_split library, with 80:20 data partitions, random_state is used to ensure that each run splitting the data will always be the same.
2.2. Random Forest

Random Forest is the most popular ensemble technique for probability prediction and estimation. The ensemble method is a way to improve the accuracy of the classification method by combining classification methods [18]. Random Forest uses a decision tree as a basic classification method; this Random Forest ensemble method is used for classification and regression purposes or often referred to as CART (Classification and Regression Technique), which consists of several classifiers that have been trained where the predictors will be combined and classify the sample that has been selected [19]. Random Forest is a general term used as an aggregation scheme in a decision tree. Before it was called a random forest, this Algorithm was named Breimen Forest because Breiman proposed it. Mathematically the calculation of Breiman Forest can be expressed as:

\[
m_{m,n}(x, \theta_1, \ldots, \theta_m, \delta_n) = \frac{1}{M} \sum_{m=1}^{M} m_n(x, \theta_m, \delta_n)\]

Random Forest is a collection of randomized trees that will be averaged. The above formula states that \(m_n\) is a random forest so that \(m_{(M,n)}\) is a random forest that you want to create with \(M\) randomized tree, with \(x\) stating the predicted value at the \(x\)-th tree, where, \(\theta_1, \ldots, \theta_m\) is a random variable distributed with sample data \(n\). \(M\) expresses a randomized tree. So the output of Breiman Forest is the average prediction given by \(M\) trees.

2.3. Genetic Algorithm

The Genetic Algorithm (GA) is based on the principle of natural selection. Holland developed the genetic Algorithm as a helpful tool for search and optimization problems. The Genetic Algorithm is applied to a population of individuals \(P\) where individuals are categorized by chromosome \(C_k = (1,\ldots, P)\). Chromosomes consist of several strings of symbols, known as genes \(C_k = C_{k1}, \ldots, C_{kn}\), and we can write \(N\) as the length of the string. Individuals are evaluated based on their respective fitness functions. Genetic Algorithms operate with three basic operators: selection, crossover, and mutation. Selection plays a role in selecting individuals with the best fitness values from the current generation to survive in the next generation. A crossover is a process of combining two parents to produce children. The mutation function is to make small changes to certain gene elements from the population and provide more ability to produce problem solutions optimization [20]. The genetic Algorithm looks for the best optimal solution during the evolution of chromosomes in terms of a defined fitness function [21].

The parameters used in the genetic Algorithm are the fitness function, the population size in each generation, the probability of crossover, the probability of mutation, and the number of generations formed. The following are the basic steps in the Genetic Algorithm.
Figure 2 shows the steps for the genetic algorithm process. First, initialize the population that designs a chromosome to represent the solution. Usually designed in the form of a binary string. After generating the initial population, genetic operators (selection, crossover, mutation) are applied to that population. The selection operator selects the most suitable chromosome by evaluating the fitness value of each chromosome. In general, accuracy is used as a fitness function for classification problems. Then the crossover operator swaps the genes of the two-parent chromosomes to get a new child to reach a better solution. The mutation operator replaces randomly selected bits with very low probability. By applying this operator, a new population is formed. The above step is a step to create a new population and is carried out until the stopping condition is met [22].

2.4. Classification Task: Random Forest Algorithm

The Random Forest Algorithm has several hyperparameters that can affect performance. Hyperparameters are parameters needed by machine learning methods to classify. Choosing the correct parameters can make a significant difference in the prediction results. Specifying this hyperparameter can be done manually by trying all possible values. However, doing so is time-consuming because the number of possible combinations is very large. This study will conduct experiments on classifying random forests with default parameters, random search, grid search, and Genetic Algorithm. Random Search and Grid Search are used to see the performance of another optimization method without using a Genetic Algorithm.

a. Default Parameter: When running the Random Forest algorithm, RF has parameters used to build the model. These parameters have their respective default values. Random Forest with default parameters also has good accuracy compared to other classification algorithms such as decision trees, Naïve Bayes, etc. This study examines the effect of RF parameters, including max_features, max_depth, n_estimator, min_sample_split, and min_sample_leaf. To determine the possible values of these parameters. The possible values obtained for each parameter are contained in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Possible Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max_features</td>
<td>'sqrt', 'log2'</td>
</tr>
<tr>
<td>Max_depth</td>
<td>2, 5, 10, 20, 50, None</td>
</tr>
<tr>
<td>N_estimator</td>
<td>100 – 1000 (interval 100)</td>
</tr>
<tr>
<td>Min_sample_split</td>
<td>2 – 5</td>
</tr>
<tr>
<td>Min_sample_leaf</td>
<td>1 – 4</td>
</tr>
</tbody>
</table>
b. Random search: The strategy widely used to perform hyperparameter tuning is Random Search. Random search works by searching for every possibility in the parameter. Based on research [23] states that Grid Search has advantages when browsing a search space that is too large, while Random Search does not always produce good results. Research [5] performed hyperparameter optimization using Random Search and got higher results than the default parameters. Study [24] states that Random Search (RS) has advantages in multidimensional hyperparameters compared to grid search. The Random Search will return the best parameter by its process and do the classification.

c. Grid search: Grid Search (GS) is one of the most commonly used methods for exploring the hyperparameter configuration space. The main disadvantage of GS is that when the configuration space is relatively high, GS is not efficient because the number of evaluations increases exponentially, so it requires a long computation time. Research [23] uses grid search for hyperparameter optimization because of its simplicity in implementation and parallelization and its reliability in low-dimensional space. Study [25] proposed system helps set hyperparameters using the grid search method. Based on the experiments, the Algorithm with the grid search hyperparameter setting gives more accurate results than the traditional approach (without setting the hyperparameter). The Grid Search will return the best parameter by its process and do the classification. And then, the three methods: Default Parameter, Random Search, and Grid Search, will be evaluated to see the model's accuracy. Grid Search and Random Search will be implemented using python's scikitlearn library.

2.5. Proposed Method: RF-GA Optimization

Genetic algorithms are used before the classification process to improve the results of random forest classification. RF-GA Optimization: Random Forest-Genetic Algorithm Optimization is the proposed optimization method for this research. RF-GA optimization can be seen in Figure 3.
Optimizing RF with GA begins by entering heart disease data and then preprocessing data on the dataset. The Genetic Algorithm performs to initialize the initial population (define chromosomes). Chromosomes are parameters of the machine learning algorithm used in this study, which is Random Forest. Parameters in random forests that are optimized and become population initialized in the genetic Algorithm are max_depth, max features, min_sample_leaf, min_sample_split, and n_estimators. Evaluate the fitness value for each chromosome to ensure that the chromosome criteria are suitable for selection. This study is a classification of heart disease, the purpose of the classification is to predict whether a person has heart disease or not. For this reason, the fitness score used in this study is the AUC score. AUC Score is one of the fitness value metrics evaluations. If the fitness value meets the criteria, it is selected to be the best chromosome for the genetic algorithm optimization process. However, if it does not meet, the selection process is carried out using the tournament size two times. Crossover to swap genes from two-parent chromosomes to get a new child to achieve a better solution. Mutations to make small changes in specific gene elements of the population by randomly selecting genes with very low probability and replacing them. This process produces the best chromosome, obtained as the best parameter. When running a genetic algorithm with parameters such as crossover_probability, mutation_probability, population_size, and number_of_generations, the algorithm module from DEAP will be used to execute the Evolutionary Algorithm. One of the parameters required from the algorithm module is the HallOfFame() module. The Genetic Algorithm process will be stored in a list by HallOfFame(), which contains the best individuals who survive after going through the evolution process in the form of best_parameters. These best_parameters are random forest parameters that a genetic algorithm has optimized. Furthermore, classification is carried out using optimized parameters (best_parameters).

In the Random Forest Process, the best parameters obtained from the Genetic Algorithm process are classified using Random Forest. Accuracy results are evaluated using the Confusion Matrix to measure the performance of the classification and determine the level of obtaining precision, accuracy, and error values. The ROC-AUC evaluation technique will describe an accuracy improvement curve and obtain a final score of accuracy.

DEAP is built using python and can be used to perform computational calculations for researchers who want to use Genetic Programming. DEAP provides the essentials for assembling advanced Evolutionary Computation (EC) systems. The aim is to provide a practical tool for rapid prototyping of custom evolution algorithms, where every step of the process is as straightforward as possible and easy to read and understand.

DEAP provides basic data structures, genetic operators, and basic examples for users to implement evolutionary loops [26]. DEAP consists of two basic structures: the creator and toolbox modules. The creator module allows the generation of genotypes and populations from any data structure. The creator module is the key to facilitating the implementation of all evolutionary algorithms, including Genetic Algorithms, genetic programming, evolution strategies, and others.

2.6. Evaluation Method

The evaluation methods that will be used to test the performance of the classification model are Confusion Matrix and ROC AUC. The confusion matrix is used to obtain the accuracy of the classification performed on the Algorithm. The classification process's accuracy value is obtained in the confusion matrix. In measuring performance using the confusion matrix, there are four terms used, namely: True Positive (TP), True Negative (TN), False Negative (FN), and False Positive (FP). The confusion matrix results measure performance metrics, often called evaluation matrices. The evaluation metrics used are classification accuracy, classification error, precision, and recall. Classification accuracy is used to display the accuracy obtained from the evaluation results. Classification error is used to display the number of errors or errors in the evaluated data. Precision is used to describe a measure of the accuracy of the evaluation. The recall is used to describe the success of the accuracy obtained.

\[
\text{Accuracy} = \frac{(TN+TP)}{(TN+FP+FN+TP)} \quad (2)
\]
Error rate \[= \frac{(FP+FN)}{(TP+TN+FP+FN)} \]  

Precision \[= \frac{(TP+TN)}{(TP+TN+FP+FN)} \]  

Recall \[= \frac{TP}{TP+FN} \]  

A better classification model is a model that has a larger ROC curve. The results of the ROC curve show the visualization of the accuracy of the model and comparison between classification models based on their True Positive Rate (TPR) and False Positive Rate (FPR) [27]. The AUC Score is also used to test the performance of the model. AUC (Area Under the Curve) closer to 1 would be able to ideally differentiate the two classes in the case of binary classification [28].

3. Result and Discussion

3.1. Result

The proposed work performs four experiment models: Random Forest with default Parameter, Grid Search, Random Search, and RF + GA. Performance measures are calculated and compared, as mentioned in the evaluation section.

In RF + GA, we do some research to see the best parameters of GA like generations, population, crossover rate, and mutation rate. This study compares the classification results based on the RF with the default parameter, Random Search, Grid Search, and RF + GA. The result of the experiment shows in these figures.

![Figure 4. Parameter GA Experiment](image.png)

From Figure 4, we can state that the best parameters for GA to produce a better result are generation 50, population 25, Crossover 0.95, and Mutation 0.09. In figure 4, the blue line (the value of the axis) is the accuracy value of each experiment.
Table 3. Parameters used in the experiment

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Max_depth</th>
<th>Max_features</th>
<th>Min_sample_leaf</th>
<th>Min_sample_split</th>
<th>N_estimators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default parameter</td>
<td>None</td>
<td>auto</td>
<td>1</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>Grid search</td>
<td>5</td>
<td>log2</td>
<td>1</td>
<td>2</td>
<td>300</td>
</tr>
<tr>
<td>Random search</td>
<td>2</td>
<td>sqrt</td>
<td>2</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>RF+GA</td>
<td>2</td>
<td>sqrt</td>
<td>4</td>
<td>5</td>
<td>100</td>
</tr>
</tbody>
</table>

The four classification methods use the same training and testing samples to maintain the comparability of the result. Table 3 shows the parameters used for each classification. Random Forest parameters max_depth, max_features, min_sample_leaf, min_sample_split, and n_estimators will be optimized to achieve optimal results with the Genetic Algorithm. This value is obtained from the literature review of similar research.

Table 4. Experiment Results

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Accuracy</th>
<th>Error</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default parameter</td>
<td>0.825</td>
<td>0.175</td>
<td>0.8534</td>
<td>0.8919</td>
<td>0.79</td>
</tr>
<tr>
<td>Grid search</td>
<td>0.8333</td>
<td>0.1667</td>
<td>0.8616</td>
<td>0.8642</td>
<td>0.82</td>
</tr>
<tr>
<td>Random search</td>
<td>0.8167</td>
<td>0.1833</td>
<td>0.8734</td>
<td>0.8519</td>
<td>0.81</td>
</tr>
<tr>
<td>RF + GA</td>
<td>0.8583</td>
<td>0.1417</td>
<td>0.8561</td>
<td>0.8974</td>
<td>0.84</td>
</tr>
</tbody>
</table>

The Accuracy of the AUC Score for RF with default Parameter, Grid Search, Random Search, and RF + GA are illustrated in Table 4. It can be observed that the Accuracy and AUC scores of RF + GA come out to be more than Default Parameter, Random Search, and Grid Search. Based on the table, the best evaluation metrics experiment is Grid Search.

Figure 5. ROC Curve of (a) Default Parameter (b) Random Search (c) Grid Search (d) RF+GA
Figures 5 compares the ROC curves for RF with Default Parameter, Grid Search, Random Search, and RF + GA. The curve observation states that RF + GA is more suitable for the prediction model since the AUC and the graphic are closer to 1.

Table 4 shows the result considering different performance measures such as Accuracy, Error, Precision, and Recall. From the performance measure, we can state that RF + GA outperforms the other Algorithm to predict heart disease.

3.2. Discussion

In the Random Forest optimization experiment using Genetic Algorithm (RF + GA), the authors conclude that GA can be used to optimize the parameters of Random Forest and produce better accuracy than Grid Search. The search space used by GA and Grid Search is also the same through the initial population input in GA. The performance of the GA is also influenced by the parameters that exist in the GA, including Generation, Population, Crossover Rate, and Mutation Rate. Accordingly, the experimental results can be analyzed as follows:

a. The number of Generations is not directly proportional to accuracy. We conclude that the generation parameter will provide the optimum solution for a particular generation so that the GA will stop searching when it has obtained the optimal solution, which can be referred to as termination criteria.

b. The number of small populations produces better accuracy than large populations, and we conclude that this is influenced by the dataset and search space performed by GA, the search space that is not too large makes GA not need a larger population to search. However, if the search space is large, we assume that GA will require a larger population to produce a more optimum solution.

c. The experimental results show that the crossover with the highest value and the mutation with the lowest value provides better accuracy and obtains the optimum solution.

In the Random Forest Experiment, experiments have been carried out using default parameters, Random Search, and Grid Search. The experimental results show that parameter optimization using Grid Search can increase accuracy, while experiments using Random Search experience a decrease compared to the default parameters.

The result of the analysis of the relationship between input parameters and RF classification accuracies are as follows:

a. In some cases, a high number of n_estimators can produce good accuracy, but using the default value=100 can also produce more optimal accuracy.

b. The higher the max_depth value, the higher the observation probability so that it can improve the model's capabilities.

c. Using max_features = sqrt(n) tends to produce a better model than auto and sqrt. But it is possible to use max_features = log2(n) to produce a good solution as in Grid Search.

d. Using min_sample_split and min_sample_leaf with higher values tends to produce a better result.

4. Conclusion

Random Forest is one of the classifying algorithms of machine learning. One application of the classification algorithm is Heart Disease Classification. There are several classification algorithms, including Random Forest. Random Forest is an algorithm that produces good results when classifying. Random Forest has parameters that are used to build a classification model. This research focuses on GA, which is used to optimize five parameters on RF, namely n_estimator, max_depth, max_feature, min_sample_split, and min_sample_leaf, to produce optimal heart disease classification accuracy. Optimization of the Random Forest parameter using a genetic algorithm is carried out by using the Random Forest parameter as input for the initial population in the Genetic Algorithm. The Random Forest parameter undergoes a series of processes from the Genetic Algorithm: Selection, Crossover Rate, and Mutation Rate.

Based on the experiments conducted, the performance of the Random Forest classification with Default Parameters 82.5%, Random Search 82%, and Grid Search 83% shows that parameter optimization using Grid Search can improve accuracy, while experiments using random search experience problems. The performance of RF + GA classification reaches 85.83%; this is influenced by the parameters in the Genetic Algorithm, including Generation, Population,
Crossover Rate, and Mutation Rate. Therefore, it can be concluded that Genetic Algorithms can be used to optimize the parameters of Random Forest and increase the accuracy of Random Forest results.

Further, as an extension of this work, a bigger dataset is required to obtain a better training model, using other optimization algorithms to see the difference in the performance of the Genetic Algorithm with other algorithms for Heart Disease Classification.
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