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Abstract 
 

Alzheimer's disease is one of the leading causes of decreased quality of life in the elderly aged 
65 years and above. One of the problems facing Alzheimer's cases is the difficulty of making an 
early diagnosis to prevent disease progression, as early symptoms are often mistaken for senile 
dementia. Using the Random Forest method with information gain feature selection and 
hyperparameter tuning optimization, this study aims to determine the results of optimization with 
feature selection and hyperparameter tuning using Random Search and Grid Search to classify 
Alzheimer's medical record data consisting of 32 variables, including lifestyle factors, clinical 
measurements, cognitive and functional assessments, as well as symptoms that indicate 
Alzheimer's. The results showed that applying Information Gain and parameter optimization with 
the Grid Search method achieved the highest accuracy among all tested experiments. Random 
Forest with Information Gain and Grid Search gave an accuracy of 95.57%, sensitivity of 92.93%, 
and specificity of 96.99%, which showed better performance than the Random Search method. 
This indicates that parameter optimization has a vital role in improving model performance. This 
research contributes to assisting paramedics in determining whether a patient has Alzheimer's 
disease based on the characteristics derived from the data. 
  
Keywords: Alzheimer’s, Hyperparameter Tuning, Information Gain, Random Forest 
  
 
1. Introduction 

Alzheimer's is a disease that has a significant impact on the quality of life of older adults, 
especially those aged 65 years and above[1]. Alzheimer's cases account for 60% to 70% of all 
global dementia cases[2]. Over time, Alzheimer's causes a progressive decline in the memory 
ability and cognitive function of the sufferer, resulting in an increasingly poor quality of life[3]. 
Based on a report from the Ministry of Health's Online Hospital Information System, the number 
of new Alzheimer's cases from 2019 to 2023 was recorded at 83.5 thousand for outpatient care 
and 2.4 thousand for inpatient care[4].  

The increasing trend of Alzheimer's cases in Indonesia is expected to continue, even projected 
to reach 4 million cases by 2050 [5]. Until now, no drugs or therapies have been found that can 
cure Alzheimer's disease altogether. Available treatments can only relieve the symptoms 
experienced by sufferers[6]. Symptoms of Alzheimer's disease are often interpreted as ordinary 
senile dementia, causing the disease to be poorly detected[7]. Therefore, early detection and 
diagnosis play a significant role in managing Alzheimer's [8]. 

Random Forest is one of the effective methods for data classification that uses ensemble learning 
principles and combines multiple decision trees to improve accuracy and minimize the possibility 
of overfitting [9]. This method is also resistant to outliers and effectively handles imbalanced data 
through bagging techniques and tuning optimization [10][11]. However, this method has several 
disadvantages, including requiring high computational resources on datasets with a large number 
of trees [12]. In addition, parameters set with fixed values can result in non-optimal performance 
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measurements, so optimization with Hyperparameter Tuning is needed to find the optimal value 
of a model's parameters [13]. 

Some studies show that random forests can accurately predict diseases, so this study will apply 
the random forests method to perform classification. Research [14] compared Random Forest, 
logistic regression, K-Nearest Neighbors (KNN), and Stochastic Gradient Descent (SGD) 
methods to predict liver disease. The results of this study showed that the Random Forest method 
obtained the highest accuracy of several other methods, which was 90%. In contrast, the accuracy 
of the logistic regression, KNN, and SGD methods was 68%, 82%, and 48%. Depari et al. [15] 
compared Decision Tree, Naive Bayes, and Random Forest methods with normation techniques 
for heart disease classification. The results of this study show that the classification performance 
evaluation of the Random Forest method is superior, with an accuracy of 0.75, compared to the 
accuracy of the Decision Tree and Naive Bayes methods of 0.71 and 0.72. Furthermore, previous 
research by Samad et al., [16] compared methods, namely Naive Bayes, K-Nearest Neighbors, 
Decision Trees, and Ensemble methods by optimizing using Spearman feature selection to 
predict Alzheimer's disease. The results of this study show that the highest accuracy of some of 
these methods is the ensemble method, which is 94.07% using 13 features, while the accuracy 
of the Naive Bayes, KNN, and Decision Tree methods is 89.47%, 86.84%, and 93.09%. 

However, Random Forest also has some drawbacks. One of them is the need for relatively high 
computational resources, especially on datasets with a large number of trees, which can cause 
long processing times and high memory consumption[12]. To overcome these problems, feature 
selection methods can be used to select relevant features and eliminate unimportant or redundant 
features, thereby reducing errors in detection[17]. Feature selection is performed before the 
classification stage to select features of similar relevance that can improve the efficiency and 
speed of the classification algorithm, which in turn has the potential to improve the accuracy of 
the model[18]. 

Research conducted by Devia [19], compared three feature selection methods in the Random 
Forest algorithm, namely Information Gain, Recursive Feature Elimination with Cross-Validation 
(RFECV), and a combination of Mutual Information with Recursive Feature Elimination (MI-RFE) 
as a Hybrid method on the classification of the CIC-IDS-2018 dataset. The results of this study 
indicate that the feature selection method with Information Gain works well in determining 
essential features in the Random Forest algorithm with an accuracy of 99%. Furthermore, 
research conducted by Hasan [20], who applied the information gain method for feature selection 
to classify student study duration using the random forest algorithm. The results of this study 
indicate that the combination of Information Gain and Random Forest produces higher accuracy, 
which is 100% 

Hyperparameter tuning is carried out to optimize parameters and improve the accuracy of a 
model, which can find the optimal value of model parameters. Hyperparameter tuning with Grid 
Search and Random Search techniques can automatically find optimal parameters in Random 
Forest [21]. The successful use of Hyperparameter Tuning is shown by research [22] in detecting 
emotions using the Random Forest method with Hyperparameter Tuning (Random Search)  
optimization. The results of this study showed an increase in accuracy from 0.85 to 0.86 for two 
classes and 0.73 to 0.76 for three classes. The Random Forest method with Hyperparameter 
Tuning (Grid Search) optimization was used to detect malware[23]. The results of this study show 
an increase in accuracy from 99.04% to 99.23%. The results show that Information Gain can be 
used to optimize Random Forest parameters. 

The novelty of this research lies in random forest (RF) hyperparameter optimization for 
Alzheimer's disease classification based on medical record data, with feature selection using 
information gain (IG). The optimization results are then compared between Grid Search (GS) and 
Random Search (RS) to determine the most effective method. By applying Hyperparameter 
Tuning, this research is expected to improve the accuracy and efficiency of the RF model in 
detecting Alzheimer's disease. 

 
2. Research Method 

The method used in this research consists of several stages. The initial stage of the data 
preprocessing process is to normalize the data with different scales. Next, the division of testing 
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and training data is carried out. After that, the Random Forest classification process with 
hyperparameter tuning is continued with the evaluation of the results, which can be seen in Figure 
1.  

The first stage involves inputting medical record data from Alzheimer's patients obtained from 
Kaggle. The preprocessing stage normalizes numerical features using Min-Max Scaling to ensure 
a uniform data distribution. After preprocessing, the data is split into training and testing sets using 
the k-fold cross-validation method to allow for a more accurate and unbiased model evaluation. 
Next, feature selection is conducted using information gain. This step calculates the entropy for 
each feature to assess its importance. Features with information gain values exceeding a 
predetermined threshold are chosen for the classification process.  

The next stage involves classification using the random forest algorithm. This technique creates 
multiple decision trees using bagging methods. Each tree is trained with randomly selected data 
samples, utilizing random sampling with replacement. Entropy calculations help determine the 
root nodes and the criteria for splitting. The predictions generated by all trees are then combined 
using the majority voting method, where the final decision is based on the most votes from all 
trees in the model. Once the model is trained, it is tested using the testing data to evaluate its 
performance. This evaluation uses a confusion matrix, which provides a detailed breakdown of 
the model's predictive accuracy. 
 

 
 

Figure 1. Flowchart of Random Forest 
  

The data used in this study are secondary data of Alzheimer's patients obtained online from the 
Kaggle Dataset website published by Rabie El Kharoua (2024) under the CC BY 4.0 license [24]. 
This Alzheimer's dataset contains complete health information on 2,149 patients, consisting of 32 
Independent and one dependent variable. Health information includes lifestyle factors, 
demographic details, medical history, cognitive and functional assessments, clinical 
measurements, symptoms, and diagnosis of Alzheimer's disease. 17 variables have categorical 
values, and 15 have numerical values, as shown in Table 1. 
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Table 1. Description of Variables 

Variable Type Range Value 

Gender Categorical 0 = Male, 1 = Female 

Ethnicity Categorical 0 = Caucasian, 1 = African 
American, 2 = Asian, 3 = Other 

Education Level Categorical 0 = None, 1 = High school, 2 = 
Bachelor's degree, 3 = > 
Bachelor's degree 

Smoking, Family History Alzheimer, CVD, 
Diabetes, Depression, Head Injury, 
Hypertension, Memory Complaints, 
Behavioral Problems, Confusion, 
Disorientation, Personality Changes, 
Difficulty Completing Tasks, 
Forgetfulness 

Categorical 0 = No, 1 = Yes 

Age Numeric Min: 60, Max: 90, Mean: 74.90 

BMI Numeric Min: 15, Max: 39.99, Mean: 
27.65 

Alcohol Consumption Numeric Min: 0, Max: 19.98, Mean: 
10.03 

Physical Activity Numeric Min: 0, Max: 9.98, Mean: 4.92 

Diet Quality Numeric Min: 0, Max: 9.99, Mean: 4.99 

Sleep Quality Numeric Min: 4, Max: 9.99, Mean: 7.05 

Systolic BP Numeric Min: 90, Max: 179, Mean: 
134.26 

Diastolic BP Numeric Min: 60, Max: 119, Mean: 89.84 

Cholesterol Total Numeric Min: 150.09, Max: 299.99, 
Mean: 225.19 

Cholesterol LDL Numeric Min: 50.23, Max: 199.96, Mean: 
124.33 

Cholesterol HDL Numeric Min: 20, Max: 99.98, Mean: 
59.46 

Cholesterol Triglycerides Numeric Min: 50.40, Max: 399.94, Mean: 
228.28 

MMSE Numeric Min: 0, Max: 29.99, Mean: 
14.75 

Functional Assessment Numeric Min: 0, Max: 0.99, Mean: 5.08 

ADL Numeric Min: 0, Max: 9.99, Mean: 4.98 

 
This dataset has a class imbalance, with 1,389 patients (64.7%) in the normal class and 760 
patients (35.3%) diagnosed with Alzheimer's disease. Despite the imbalance, Random Forest can 
handle imbalanced data through bagging techniques and hyperparameter tuning optimization[11].  

2.1. Random Forest 

Classification in a Random Forest combines several decision trees trained using available data 
samples [9]. Random Forest is an advancement of the Classification and Regression Tree 
(CART) method that uses bootstrap aggregating (bagging) techniques and the random selection 
of attributes at each node. CART is one of the decision tree methods for analyzing response 
variables, both Numeric and categorical [25]. Random Forest is an ensemble learning algorithm 
that constructs multiple decision trees sequentially and merges their results to provide more 
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accurate and reliable predictions [26]. Mathematically, the calculation of Random Forest in 
forming a tree is expressed as follows: 
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ = 𝑝𝑖 . 𝑙𝑜𝑔2
𝑛
𝑖=1 𝑝𝑖      (1) 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑛
𝑖=1  . 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)    (2) 

 
Where S is the number of cases with the number of partitions (n) and 𝑝𝑖  represents the proportion 
of cases belonging to category i out of the total number of cases S. Next, the Gain value is 
calculated according to variable (A), where Si is the number of cases in the-i partition. The Gain 
calculation affects each node and internal node. If the Gain calculation reaches a value of 0, then 
the calculation process stops. However, if the result is not equal to 0, the calculation will continue 
to the next split node[27]. In classification, the result is used for majority vote, where the final 
prediction is the class most frequently selected by the decision tree[28]. Random Forest has a 
limitation, which is the low interpretability of the model. Random Forest consists of many decision 
trees working simultaneously, making it difficult to trace how the model arrived at a final decision. 

2.2. Information Gain 

Information gain is one of the methods in feature selection used to rank features by calculating 
the entropy of a class before and after observing features in the same data[17]. Feature 
determination using Information gain is done in three stages, namely: [20]  

1. Determining the required threshold allows attributes with values equal to or higher than 

the threshold to be retained, while attributes below the threshold will be removed. 

2. Calculate the gain value for each attribute in the dataset with Equation (1) and (2).  

3. Removing irrelevant attributes. 

2.3. Hyperparameter Tuning 

Hyperparameter is the assignment of values to parameters before the learning process 
begins[29]. Hyperparameter tuning is used to find the most optimal combination of parameter 
values to enhance model performance, accuracy, and generalization ability[13]. Alternatives used 
in the Hyperparameter tuning process can be done by Random Search, which randomly samples 
from various hyperparameter combinations and evaluates their performance through cross-
validation to find the optimal configuration[22]. Another alternative is GridSearchCV, which tries 
one parameter combination simultaneously and validates each combination. The difference 
between Random Search and Grid Search is that Grid Search tests all possible parameter 
combinations. In contrast, Random Search takes some random samples of the available 
parameter values and then combines them. This method focuses more on exploring parameter 
values that have a significant effect on model performance[30].  

The hyperparameter tuning value combinations of the default value (n_estimator=100) used in 
the following are shown in Table 2. 
 

Table 2. Combination of Hyperparameter Tuning values for Random Forest 

Hyperparameter Range of Search Default Value 

n_estimator [50, 100, 200] [100] 

max_depth [5, 10, 15, 20, 25] 

min_samples_split [2, 4, 6, 8, 10] 

min_samples_leaf [1, 2, 4] 

 
Table 2 shows the parameters used to build and run the model. Parameter values will be randomly 
selected to get the best results. 
 

Table 3. Random Forest Hyperparameter Function 

Parameters Function 
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n_estimator Determine the number of models used in Random Forest[31]. 

max_depth Maximum depth of each decision tree that can help curtail overfitting 
and improve the model's ability to generalize to data[32]. 

min_samples_split Determines the number of samples needed to split the internal nodes 
in the decision tree, which can help control model complexity and 
prevent overfitting[32]. 

min_samples_leaf Determines the number of samples required to form a leaf on the 
decision tree that prevents overfitting[31]. 

 
Table 3 shows the parameters used to specify the model built. The parameters used to test the 
Random Forest model are n_estimator, max_depth, min_samples_split, and min_samples_leaf. 

In addition, finding the value of the explanatory variables (Mtry) aims to determine the number of 
variables to be randomly selected at each split. This process provides diversity to the decision 
trees in the forest, thus helping to reduce overfitting. The following is the calculation formula 
according to Breiman[33]: 

 

𝑀𝑡𝑟𝑦1 =
1

2
|√𝑝|       (3) 

𝑀𝑡𝑟𝑦2 = |√𝑝|       (4) 

𝑀𝑡𝑟𝑦3 = 2 × |√𝑝|       (5) 

 
Where p is the total number of variables. 

Although hyperparameter tuning through techniques such as Grid Search and Random Search 
can enhance the model’s accuracy, it also carries the risk of overfitting. This is particularly true if 
the number of trees is excessively high or if the model is overly complex. Overfitting may lead to 
excellent performance on training data but poor predictive capabilities on new data. To mitigate 
this issue, cross-validation is employed during the tuning process. This technique helps ensure 
the model performs well on the training data and generalizes effectively to the test data. By 
incorporating cross-validation, the risk of overfitting can be minimized, even in hyperparameter 
tuning. 

2.4. K-Fold Cross Validation (CV) 

K-Fold CV is a method to assess the performance of an algorithm model by dividing the data into 
subsets. This technique randomly separates the data into k-folds, where one group is used as 
testing data and the other as training data[27]. Using k-fold aims to test 'k' times, resulting in a 
more accurate assessment of model performance and reducing the risk of bias from missed data. 

2.5. Evaluation 

Confusion matrix is a method where the efficiency or success rate of the classification process 
can be measured[34]. The confusion matrix represents the feasibility level of the model against 
the classification process performed[35]. The confusion matrix generates key metrics such as 
accuracy, precision, specificity, and sensitivity[36]. The following is an illustration of the confusion 
matrix shown in Table 4. 
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Table 4. Confusion Matrix 

Prediction Class 

Actual 
Class 

 Negative Positive 

Negative TN FP 

Positive FN TP 

where: 
a) True Positive (TP) is the actual data on Alzheimer's class, which is classified as 

Alzheimer's class, where the patient is correctly classified as having Alzheimer's 

disease. 

b) True Negative (TN) is the actual data on the normal class classified as the normal 

class, where TN is the number of normal patients (without Alzheimer's) who are 

correctly classified. 

c) False Positive (FP) is the actual data in the normal class that is classified as the 

Alzheimer's class, where normal patients (without Alzheimer's) are classified as 

Alzheimer's. 

d) False Negative (FN) is the actual data of the Alzheimer's class classified as a normal 

class, where Alzheimer's patients are classified as normal patients (without 

Alzheimer's). 

From the Confusion matrix, the classification results are evaluated with the following calculation 
formula [37]. 

a) Accuracy describes the system's success rate in classifying patients with 

Alzheimer's. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
    (6) 

 

b) Sensitivity, describes the suitability of a classification system in detecting patients 

with Alzheimer's. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (7) 

 

c) Specificity, describes the suitability of the value in the classification of a system in 

detecting normal patients (without Alzheimer's) who are not diagnosed with 

Alzheimer's. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
     (8) 

 
Confusion matrix and result evaluation provide a clear picture of the strengths and weaknesses 
of the model in classifying Alzheimer's medical record data by mapping the positive (Alzheimer's 
patients) and negative (non-Alzheimer's) classes. Through the accuracy, sensitivity, and 
specificity values, we can assess how effective the model is in detecting truly positive or negative 
patients and identify misclassifications, such as false positives and false negatives.  

  
3. Result and Discussion 

3.1. Result  

Examples of data used in this study are shown in Table 5. The numerical features were 
normalized using Min-Max Scaling to ensure a more uniform data distribution, as shown in Table 
6. In addition, the data was divided into training and testing sets using the k-fold cross-validation 
method (k=10) to improve the accuracy of model evaluation. 
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Table 5. Sample Research Data 
No.  Age  Gender  Ethnicity  Education  BMI  · · ·  Forgetfulness  Class 

1 73 0 0 2 22.9 · · ·  0 0 
2 89 0 0 0 26.8 · · ·  1 0 
3 73 0 3 1 17.7 · · ·  0 0 
4 74 1 0 1 33.8 · · ·  0 0 
5 89 0 0 0 20.7 · · ·  0 0 
6 86 1 1 1 30.6 · · ·  0 0 
7 68 0 3 2 38.3 · · ·  1 0 

... ... ... ... ... ... ... ... ... 
2148 78 1 3 1 15.2 · · ·  1 1 
2149 72 0 0 2 33.2 · · ·  1 0 

 
Table 6. Data After Normalization 

No.  Age  Gender  Ethnicity  Education  BMI  · · ·  Forgetfulness  Class 

1  0.43  0  0  2  0.31  · · ·  0 0 
2  0.96  0  0  0  0.47  · · ·  1 0 
3  0.43  0  3  1  0.11  · · ·  0 0 
4  0.46  1  0  1  0.75  · · ·  0 0 
5  0.96  0  0  0  0.22  · · ·  0 0 
6  0.86  1  1  1  0.62  · · ·  0 0 
7  0.26  0  3  2  0.93  · · ·  1 0 

... ... ... ... ... ... ... ... ... 
2148  0.60  1  3  1  0.01  · · ·  1 1 
2149  0.40  0  0  2  0.73  · · ·  1 0 

 

This research conducted four experimental models: Random Forest with default parameters, 
feature selection with Information Gain, Grid Search, and Random Search. Performance 
measures were calculated and compared to get the best results.  

In Information Gain, research was conducted to see the best parameters of variables that 
significantly impact the model's performance. The results of the experiment are shown in Figure 
2. 
 

 
 

Figure 2. Threshold Experiment Value 
 

From Figure 2, there is an orange line that states the accuracy value of each trial and that the 
best threshold value is at a value of 0.01, with the details of the selected variables as follows. 
 

Table 7. Selected parameters from the threshold value experiment 

Threshold 
Value 

Selected Variables 

0.01 Functional Assessment, MMSE, ADL, Memory Complaints, 
Forgetfulness, Ethnicity, Alcohol Consumption, Physical Activity, 
Behavioral Problems, Cholesterol HDL 

0.01 0.02 0.03 0.04 0.05

0.95 0.94 0.91 0.87 0.83

0

0.2

0.4

0.6

0.8

1

1 2 3 4 5

T H R E S H O L D  E X P E R I M E N T

Threshold Experiment Accuracy
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Threshold 
Value 

Selected Variables 

0.02 Functional Assessment, MMSE, ADL, Memory Complaints, 
Behavioral Problems 

0.03 Functional Assessment, MMSE, ADL, Behavioral Problems, Age 
0.04 Functional Assessment, MMSE, ADL, Memory Complaints 
0.05 Functional Assessment, MMSE, ADL 

 
A lower threshold value of 0.01 enables the model to incorporate more relevant features into its 
predictions. This enhances the model's sensitivity by capturing additional information that can 
contribute to improved accuracy. In contrast, a higher threshold value of 0.05 may limit the number 
of features considered, resulting in a more selective model. This selectivity could lead to a 
decrease in accuracy, as some essential features, despite their small contributions, may be 
overlooked even though they are related to the prediction. Therefore, employing a threshold of 
0.01 in this experiment yields the best accuracy, as it allows the model to account for more 
relevant features. 

Based on Table 7, the 10 selected variables will enter the hyperparameter tuning testing stage 
with a threshold value of 0.01. Furthermore, in the optimization experiment using hyperparameter 
tuning with a literature review of similar research, the results are presented below in Table 8. The 
results in Table 8 indicate that Grid Search (GS) found a more optimal combination of 
hyperparameters for Random Forest (RF) compared to Random Search (RS), with a higher 
number of estimators. Combined with using Information Gain (IG) for feature selection, this 
improvement enhanced model performance by focusing on the most relevant features and 
optimizing parameter selection. 
 

Table 8. Output parameters from the experiment 

Experiment n_estimator 
min_samples

_split 
min_samples

_leaf 
max_
depth 

max_
featur

es 

IG + RF + 
RS 

100 10 4 15 6 

IG + RF + 
GS 

200 10 4 15 6 

 
All four experiments used the same tests and parameters. Table 5 shows the parameters used 
for each classification with hyperparameter tuning to get optimal results. The Random Search 
processing time is 31m 33s with 30 iterations, while the Grid Search processing time is 34h 39m. 
Furthermore, the results of the three experiments are shown in Table 9. 
 

Table 9. Experiment results 

Experiment Accuracy (%) Sensitivity (%) Specificity (%) 

RF 93.90 87.52 97.42 
IG + RF 95.11 91.38 97.12 
IG + RF + RS 95.53 92.63 96.96 
IG + RF + GS 95.57 92.93 96.99 

 
Table 9 shows increased accuracy in random forest method optimization using information gain 
feature selection and hyperparameter optimization, namely in hyperparameter tuning with the 
Grid Search method. A comparison of the performance evaluation results of these two methods 
can be seen in Figure 3. 

Figure 3 compares the experimental results between regular Random Forest (RF) and Random 
Forest combined with Information Gain (RF+IG), which shows an increase in accuracy from 
93.90% to 95.34%. The experiment's results with hyperparameter tuning optimization obtained 
an increase in accuracy from the optimal parameters with random search (IG+RF+GS) of 95.57%.  
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Figure 3. Comparison of Evaluation Result 

3.2. Discussion 

In the context of Random Forest (RF) optimization experiments utilizing Information Gain (IG) for 
feature selection, the authors concluded that IG is a viable method for enhancing model 
performance. Improved accuracy occurs using IG, which helps select the most influential features 
by assessing their contribution to reducing uncertainty. Focusing on more informative features 
makes the model more efficient, eliminates irrelevant data dimensions, and reduces the risk of 
overfitting. As such, the decision tree formed becomes more optimized, improving the model's 
overall accuracy. During the IG process, threshold experiments were conducted within a value 
range of 0.01 to 0.05, with the optimal results achieved at a threshold value of 0.01 leading to the 
selection of ten variables that proceeded to the hyperparameter tuning stage.  

The combination of IG, RF, and Grid Search (GS) achieved an optimal accuracy of 95.57%, 
whereas the combination of IG, RF, and Random Search (RS) reached an accuracy of 95.53%. 
The GS method is more effective for optimization than RS despite requiring a longer computation 
time. This is attributed to GS's comprehensive testing of all combinations of predefined 
parameters, enabling it to identify the optimal configuration consistently. In contrast, RS only 
explores a subset of the parameter space, which may result in the best solution not being 
discovered. The model can achieve enhanced and more stable classification performance by 
integrating feature selection through IG, utilizing the RF algorithm, and optimizing parameters via 
GS. 

This dataset was previously used in a study by Samad[16] to diagnose Alzheimer's disease using 
several algorithms, with the best results achieved through the Ensemble method with Spearman's 
algorithm for feature selection. The study achieved the highest accuracy of 94.07%, which was 
lower than the accuracy of the research model (IG-RF-GS), which reached 95.57%.  

The results show that the Random Forest model with hyperparameter optimization can help in 
the early diagnosis of Alzheimer's disease with high accuracy in classifying patients based on risk 
factors and symptoms. However, this model still has limitations in handling ambiguous cases, 
such as patients with mild symptoms or cognitive scores within normal limits. The model should 
not be used as the sole decision tool but rather as clinical decision support to improve the 
accuracy of diagnosis and help clinicians consider other factors that affect the patient's condition. 
In addition, this study has not included real-world testing due to limited access to more extensive 
clinical data. To increase clinical relevance and reduce potential bias, further research should test 
the model with data from hospitals or clinics to assess its performance in more diverse and 
complex patient conditions. 

 
4. Conclusion 

This study presents a system that employs Random Forest and Information Gain methods to 
identify Alzheimer's disease, utilizing hyperparameter tuning optimization to achieve optimal 
outcomes. The feature selection process applied a threshold value of 0.01, successfully 
identifying 10 variables that contributed to model formation, which were subsequently used in the 
identification process. The results of the experiments indicate that the combination of Random 
Forest (RF) classification with Information Gain (IG) and Grid Search (GS) yielded the best 
performance. This IG+RF+GS classification achieved an accuracy of 95.57%, with a sensitivity of 
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92.93% and a specificity of 96.99%. The optimal parameters identified were n_estimator=200, 
max_depth=15, min_samples_split=10, min_samples_leaf=4, and max_features=6. Therefore, 
GS optimization significantly enhances performance and is superior in determining the best 
combination of hyperparameters. However, it necessitates more computational time and 
resources than Random Search (RS). Future research aims to continue applying Random Forest 
and Information Gain with hyperparameter tuning optimization to detect Alzheimer's disease, and 
the findings of this study can serve as a helpful reference. Moreover, the results could also be 
further explored using alternative decision tree methodologies, such as XGBoost, to yield even 
better results. 
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