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Abstract 
 

Accurate predictions of the number of public transport passengers on buses in each region are 
crucial for operations. They are required by the planning and management authority for bus public 
transport. A deep learning-based LSTM prediction model is proposed to predict the number of 
passengers in 4 bus public transportation areas (central, north, south, and west), evaluated by 
MSLE, MAPE, and SMAPE with dropout, neuron, and train-test variations. The CSV dataset 
obtained from Auckland Transport(AT) New Zealand metro patronage report on bus 
performance(1/01/2019-31/07/2023) is used for evaluation. The best prediction model was 
obtained from the lowest evaluation value and relatively fast time with a dropout of 0.2, 32 
neurons, and train-test 80-20. The prediction model on training and testing data improves with 
the suitability of tuning for four predictions for the next 12 months with mutual fluctuations. The 
strong negative correlation is central-south, while the strong positive correlation is north-west. 
Predictions are less closely interconnected and dependent, namely central-south. With its 
potential to significantly impact policy-making, this prediction model can increase public transport 
mobility in each region, leading to a more efficient and accessible public transport system and 
ultimately enhancing the public's daily lives. This research has practical implications for public 
transport authorities, as it can guide them in making informed decisions about service planning 
and resource allocation. 

  
Keywords: Prediction, LSTM, Deep Learning, Bus Transportation Area, Passenger  
 
 
1. Introduction 

Transport planners and public transport agencies agree to achieve sustainable urban public 
transport development. Practical government policies significantly influence bus use and improve 
the quality of public transportation services[1]. Service efficiency and waiting time can increase 
the number of users of public transportation modes. Public transportation authorities will gain 
benefits and ease of activity[2]. Public transportation can provide a much larger transport 
capacity[3]. The public transport authorities of most countries are responsible for providing local 
and regional public transport. The reduction of private vehicle trips and disadvantaged groups 
can be achieved through public transportation[4]. Many cities have integrated a combination of 
bus and metro public transportation[5]. Bus public transport has been proven to be a relatively 
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safe mode of transport in densely populated urban areas that plays a vital role in ensuring 
affordable and adequate mobility for most of the population[6]. Bus public transportation is a 
common means of transportation and is often subsidized in many countries and cities[7]. Public 
bus transportation passengers depend on transportation conditions in an area[8]. 

Operations and passenger satisfaction are enhanced by the potential development of an urban 
bus public transportation system[9]. Reliable passenger bus services in large cities need to be 
provided with efficient and prospective bus operational management[10]. The important role of 
public bus transportation is to guarantee the movement of passengers within the city or between 
cities. Time and space are variables that vary in the number of public transport passengers[11]. 
The decline in bus public transportation passengers occurred in several areas, causing 
inconsistencies in time, routes, and loads, which created problems in fleet capacity planning[12]. 
The issues of urban public bus transportation passengers in many developing countries include 
poor infrastructure, chaotic driving, and inadequate information systems[13]. Most bus public 
transportation passengers complain of dissatisfaction with fleet loading capacity services in each 
area, which results in disrupted trips[14]. Bus public transportation passengers dominate 
customer satisfaction[1] and an important operational aspect[15]. Bus public transportation 
passengers will choose according to the public transportation network that suits the destination 
area[5]. The number of public transportation passengers on buses in each area with a dense 
population cannot be ignored[6].  

Prediction of the number of bus passengers needs to improve the accuracy of deep learning to 
optimize the subdivision matrix structure of hourly passenger flows[16]. The multitask deep 
learning-service level passenger flow prediction (MDL-SPFP) model is used to predict the number 
of passengers at the lane level with an increase in accuracy of 22.39%[17]. Deep Neural Network 
(DNN) is used to predict large-scale bus passenger flows throughout the city of Nanjing, China, 
with extraordinary performance results[18]. Bus line passenger flow prediction uses the point of 
interest data-extreme gradient boosting (PFP-XPOI) model with higher accuracy compared to 
others[19]. The Gaussian Process Regression model is used to predict the number of bus public 
transportation passengers with accuracy that can outperform the Student-t process model and 
Kernel Ridge Regression (KRR) process[20]. The Seasonal Autoregressive Integrated Moving 
Average (STSC-SARIMA) model, which groups time series, is used to predict passenger flows 
with high accuracy and predictive applicability[21]. Effectiveness of suitable predictions in scenic 
spots using a passenger flow prediction model with graph convolutional network–recurrent neural 
network (GCN–RNN)[22]. The bus passenger flow prediction model based on the combination of 
convolutional neural network (CNN) and gated recurrent unit (GRU) used has good prediction 
performance[23]. The model based on the Attention mechanism (TFMA) is used to predict bus 
passenger flows in real-time with very high accuracy (90%), which can outperform multiple linear 
regression, GRU, and LightGBM[24]. Prediction performance is 15% better and more accurate 
using the ISTL-LSTM method compared to single and hybrid models used to predict daily bus 
passenger flows in Beijing[25]. Prediction of bus public transport passenger demand using the 
BiLSTM model has an accuracy of more than 90%, which can outperform other models[9]. The 
LSTM network is better by achieving the coefficient of determination (R2) to predict sequential 
bus passenger time series[26]. The long short-term memory (LSTM) deep learning approach is 
used to predict the flow of public transport bus passengers for each region in the Karnataka State 
Road Transport Corporation (KSRTC) with better accuracy than recurrent neural network (RNN) 
and greedy layer-wise algorithm[27].  

Estimating the number of passengers in each area by increasing the number of passengers is 
carried out by planning comfortable bus public transport transportation[12]. Accurate prediction of 
the number of public transport passengers for each region is very important for public transport 
operation, which will improve the quality and reliability of services and attract more public transport 
passengers[9]. An important aspect of the bus public transportation system is passenger 
prediction, an important operational problem faced in transportation planning[15]. Predicting the 
number of public transportation passengers on the bus is needed to reduce most of the time and 
effort and make travel comfortable[14]. Network planning and allocating public transport 
resources for buses are important in predicting the short-term number of urban public bus 
transport passengers[10]. The planning and management authority for public bus transportation 
requires estimates of the number of passengers for each region [5]. The proposed prediction 
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model differs from those carried out in that it considers the time required, the use of 3 model 
evaluation matrices, and the suitability of LSTM model tuning. 

Deep learning-based LSTM is proposed to predict the time-series number of passengers in bus 
public transportation areas for the next 12 months.  The prediction model that has been carried 
out focuses on accuracy without presenting the suitability of tuning, only produces 1 type of 
prediction, and does not cover relationships and patterns between predictions in depth. LSTM 
was chosen as the prediction model due to the model's suitability for prediction needs compared 
to other LSTM variants. Drop-out variations, neurons, and testing-training data division were 
carried out to find the best model optimization and evaluated using Mean-Squared Logarithmic 
Error (MSLE), Mean Absolute Percentage Error (MAPE), and Symmetric Mean Absolute 
Percentage Error (SMAPE) based on the values lowest and relatively fast time. The prediction 
model produces four types of bus public transportation area predictions in one model for the next 
12 months. The use of 4 types of prediction of the number of passengers in bus public 
transportation areas has high complexity and various fluctuations. Four predictions are needed to 
display developments and relationships from the 1st to the 12th month. The proposed prediction 
model is something new that can be used as a reference for carrying out four types of predictions, 
relationships between predictions, and patterns between predictions in depth with abundant data 
about the number of passengers in bus public transportation areas. The prediction results can be 
used as a reference, capturing the dynamics of fluctuations in the number of passengers in public 
transportation areas of buses and optimizing prediction models for stakeholders in the 
transportation sector. 

 
2. Research Methods 

Data was collected from a CSV dataset containing Auckland Transport (AT) metro patronage 
reports regarding public transportation in New Zealand. The report used is a bus performance 
report every day starting from January 1, 2019, to July 31, 2023[28]. The dataset is taken about 
the number of passengers using public bus transportation. Six public bus transportation areas are 
operating, but four bus areas are taken namely central, north, south, and west. The total data is 
1,673 based on daily bus public transportation passenger report data. The data used in this 
dataset are the date and number of passengers in each bus public transportation area daily. The 
prediction simulation environment uses the Python programming language running on Google 
Colaboratory with the macOS Venture 13.5 Operating System and 8 GB RAM. The deep learning 
framework used is Tensor Flow. Minmax feature scaling is used for data processing first; then, 
the dataset is divided into two segments (training and testing). The most appropriate and best 
model results were obtained with a dataset run using an LSTM model based on different 
parameter tuning. The training data set and prediction accuracy are evaluated by comparison of 
the prediction data. The selection of LSTM model parameters can be seen from 4 model 
evaluations (MSLE, MAPE, and SMAPE). The experiment's lowest evaluation value and relatively 
fast time become the most optimal model. The system architecture produces prediction results 
for the number of passengers in bus public transportation areas with input from the dataset 
processed by the LSTM model with the best evaluation results as a model for predicting the 
number of passengers in 4 bus public transportation areas in the future (Figure 1). 

 
Figure 1. Bus Area Passenger Number Prediction Architecture 
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Prediction of passenger numbers in 4 bus public transportation areas adopting LSTM based on 
deep learning. The Recurrent Neural Network (RNN) was developed, and a special type is 
LSTM[29]. which is modified to address the weaknesses of RNN[30], [31], [32]. Neural network 
design gate units and memory cells were introduced to find a way to re-collect data over a certain 
period carried out by LSTM[33]. The four neural network layers are made up of the LSTM layer[29] 
on certain methods that interact[31], [34]. Memory blocks carry out the role of normal neurons in 
hidden layers, which are special LSTM units[32]. The main structure of LSTM consists of three 
gates (input gate, forget gate, and output gate)[29], [31] in the algorithm structure[35], which helps 
update and control the flow of information through memory blocks [32] during each activation 
function of the network layer nerves[36]. Information remembered for long periods rather than 
learned from struggle becomes the default LSTM behavior. The repetition module of the nervous 
system is likened to a chain with a basic structure covering a single ground layer[33]. LSTM 
contains a chain structure with repeating modules following different structures( 
Figure 2). The LSTM layer that is built consists of 2 layers, each using hyperbolic tangent (tanh) 
activation. Drop out is always done at the end of each layer, after that you do a dense layer. 
  

 
 

Figure 2. LSTM Cell Structure In Hidden Layer[37] 
 
An output sequence that is known to be correct using multiple input sequences is trained by an 
LSTM model. Errors can be minimized by adjusting model parameters during training by passing 
actual and predicted output errors through the network (backpropagation)[30]. Newly experienced 
data is passed from one cell to another cell with different LSTM model gates. These are known 
as update, forget, and output gates. Two cell outputs (activation and candidate) are the outputs 
of the LSTM cell. The cell state is like a transport line throughout the chain that works together in 
a small linear way and passes data without any changes, which is a level line[33]. 

The performance of LSTM with the appropriate and best parameter values for predicting the 
number of road accidents is evaluated for accuracy. Mean-squared logarithmic Error (MSLE) is 
used to determine the accuracy of the prediction model with an evaluation matrix[38]. Mean 
Absolute Percentage Error (MAPE)[39], dan Symmetric Mean Absolute Percentage Error 
(SMAPE)[40]. MSLE uses logarithms to compensate for large outliers in the data set and treats 
them as if they were on the same scale as the target balanced model using similar error 
percentages. The model performance is considered by determining the accuracy proof of the 
MSLE loss function[41]. The target value and predicted value are denoted by yi and  𝑦̂ 
respectively, while n represents the total amount of data[42](1). 
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𝑀𝑆𝐿𝐸 =
1

𝑛
∑ (𝑙𝑜𝑔(𝑦𝑖 + 1) − 𝑙𝑜𝑔(ˆ𝑦 + 1))2𝑛

𝑖−1      (1) 

 
n is the number of observations in the dataset, yi is the actual value at the ith observation, and 𝑦̂i 

is the predicted value at the i-th observation. 

Prediction accuracy uses key performance indicators commonly used by MAPE. Each request is 
based on each error shared by MAPE[43]. High errors during periods of low demand can 
significantly impact MAPE[39] (2). High and low prediction accuracy are in harmony with the 
MAPE value. A MAPE value that is getting closer to 0 reflects better model performance[44]. 
 

𝑀𝐴𝑃𝐸 =
1
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𝑝̂i represents predicted prices, pi represents actual prices, and n represents the total number of 

observations. 

The difference in absolute value between the estimate and the actual is an absolute error[45]. 
SMAPE is a measure of accuracy based on the percentage of errors[46]. Evaluate the prediction 
performance of time series datasets using percentage-based and scale-independent SMAPE[40] 
(3). The accuracy value of a forecast is in line with the SMAPE value. SMAPE values that are 
closer to 0 represent better model performance[47]. 
 

𝑆𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑓𝑗−𝑦𝑗
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|𝑛
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fj represents the predicted value, yj represents the actual value, and n is the size of the prediction 
horizon.  
 

3. Result and Discussion 

The total number of public transport bus passengers daily is in numeric form from January 1, 
2019, to July 31, 2023, into the data input format. The data is processed and formatted in the 
Comma-Separated Values (CSV) file type with 1,673 results. Five columns in the dataset are 
used: DATE, CENTRAL, NORTH, SOUTH, and WEST. DATE contains date data, CENTRAL 
contains data on the number of passengers in the central public bus transportation area, NORTH 
contains data on the number of passengers in the northern public bus transportation area, SOUTH 
contains data on the number of passengers in the southern public bus transportation area, and 
WEST contains data on the number of public transportation passengers western bus(Figure 3). 
Accurate and predicted data are subjected to appropriate scaling, training, and testing. The 
evaluation values from MSLE, MAPE, and SMAPE are observed using different layers and 
different units in 2 hidden layers and dense layers for prediction output. 
 

 
 

Figure 3. Research Datasets 



LONTAR KOMPUTER VOL. 15, NO. 3 DECEMBER 2024 p-ISSN 2088-1541 
DOI : 10.24843/LKJITI.2024.v15.i03.p03  e-ISSN 2541-5832 
Accredited Sinta 2 by RISTEKDIKTI Decree No. 158/E/KPT/2021 

 

178 
 

Analysis of different periods becomes the basis for training the LSTM model by selecting the best 
training period. 2 hidden layers, activation using hyperbolic tangent (tahn), epoch 80, and batch 
size 8 becomes the default LSTM model. The LSTM model used to train on training data with the 
optimizer used by Adam and Verbos is 1. Model variations The LSTM experiments carried out 
were the number of neurons, dropout, and training-testing data. The lowest evaluation scores 
given by MSLE, MAPE, and SMAPE, as well as the relatively fast time based on experimental 
variations of the LSTM model, are the most optimal models for predicting the number of 
passengers in public bus transportation areas. The quickest time occurred with a dropout variation 
of 0, neuron 32, and train-test 90-10, but the MSLE, MAPE, and SMAPE values were still relatively 
high compared to the others. The processing time depends on the tuning of the LSTM model 
parameters used. Increasing or decreasing the number of dropouts, neurons, and train tests does 
not always make the model better; the suitability of the data and the prediction goal is accuracy 
in selecting the appropriate model in a relatively fast time. The most optimal deep learning-based 
LSTM model with a dropout of 0.2, 32 neurons, and train-test 80-20, because of the relatively fast 
time and the lowest MSLE, MAPE, and SMAPE values compared to the others(Table 1). 
 
Table 1. LSTM Model Experiment Results 

N T 
Drop Out: 0.0 Drop Out: 0.1 Drop Out: 0.2 

E1 E2 E3 Time E1 E2 E3 Time E1 E2 E3 Time 

8 50-50 0.283 55.98 37.21 00:01:09 0.350 67.04 38.38 00:01:27 0.341 65.74 38.15 00:00:45 
60-40 0.182 39.42 31.16 00:01:32 0.215 47.50 34.46 00:01:29 0.198 42.79 32.19 00:00:43 
70-30 0.147 31.20 27.98 00:01:26 0.152 32.76 28.96 00:01:29 0.149 32.70 28.76 00:01:25 
80-20 0.128 31.04 29.19 00:01:12 0.139 29.29 28.34 00:01:27 0.144 29.46 29.20 00:00:48 
90-10 0.134 28.65 28.79 00:01:09 0.150 29.10 28.87 00:01:26 0.151 31.17 31.07 00:00:42 

16 50-50 0.313 60.43 37.27 00:01:27 0.280 54.68 36.06 00:01:18 0.347 67.05 38.68 00:01:28 
60-40 0.176 39.17 30.25 00:01:27 0.177 38.92 31.16 00:02:36 0.180 39.40 30.94 00:01:28 
70-30 0.145 30.58 29.17 00:02:29 0.145 31.23 29.64 00:01:28 0.144 31.25 29.21 00:01:17 
80-20 0.137 29.37 27.56 00:01:26 0.124 27.76 27.34 00:02:27 0.139 29.10 27.39 00:01:27 
90-10 0.153 30.18 31.90 00:01:23 0.166 28.69 29.81 00:01:23 0.150 28.59 28.06 00:01:26 

32 50-50 0.300 58.62 35.63 00:01:28 0.299 58.52 36.18 00:01:28 0.246 47.95 34.01 00:01:32 
60-40 0.183 41.31 31.82 00:01:40 0.183 40.98 31.79 00:01:26 0.186 41.01 31.43 00:01:03 
70-30 0.145 31.28 25.01 00:02:29 0.142 32.58 27.51 00:01:08 0.143 31.36 28.17 00:01:07 
80-20 0.129 26.45 24.48 00:02:27 0.145 27.69 27.37 00:01:28 0.102 22.46 20.98 00:01:12 
90-10 0.167 28.74 29.63 00:00:41 0.152 26.78 26.10 00:01:27 0.146 28.89 26.13 00:01:05 

Note: N=Neuron, T=Train-Test, E1=MSLE, E2=MAPE, E3=SMAPE. 

 
Internet connection stability, appropriate data format, and adequate computer performance are 
the keys to conducting experiments on the proposed model. Combinations and variations greatly 
influence the time needed to carry out processing, which will be measured by the evaluation value. 
If there are more neurons, the LSTM model process will take longer. The experiment produces a 
large number of neurons, so, certainly, the time required is also relatively fast. In-depth 
investigations were also carried out on large datasets to achieve the best accuracy and suitability 
of the desired predictions. Appropriate combinations and variations are essential factors for 
training the model and design of the proposed framework to perform four passenger predictions 
of bus public transportation areas. Dataset normalization is the first task that must be considered 
when creating a time-series prediction model using LSTM in the preprocessing process. Empty 
data and data discrepancies are problems that must be resolved. LSTM can process time-series 
data; the suitability of time-series data is critical in the preprocessing stage. 

The best LSTM model was evaluated from MSLE of 0.102, MAPE of 22.46, and SMAPE of 20.98.  
Optimal settings require a longer time because they require a more significant number of neurons, 
and the size of the train-test data distribution also influences this. Correspondence between the 
number of neurons, train-test data, and drop out is the key for the three evaluation matrices to 
produce the lowest values in a relatively fast time. The three evaluation models used have a value 
of less than 30, which means the LSTM model has good performance quality and is acceptable. 
This is because if the value is more than 30, then the proposed model needs improvement, and 
even a value of more than 50 is unacceptable. Comparison of loss and validation loss with dropout 
0, 0.1, and 0.2 for epoch 80, batch size 8, neuron 32, and train-test 80-20. The train-test data 
ratio of 80-20 is the best model because the model is sufficient to train 80% of the dataset used 
and to test the dataset 20% of the model training results that have been carried out. This ratio is 
stable enough to train and test data with the lowest value results from the three evaluation 
matrices. In a comparison of graphs with neuron variations in general, the training and validation 
lines are almost the same, so dropout 0.2 with the lowest evaluation results is the most optimal 
model( 
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Figure 4). 

 

 

 
 

Figure 4. Output Epoch by LSTM Model 
 

The loss and validation loss graphs display the model's learning performance during training and 
evaluation of validation data. The loss value generated during training is depicted at each epoch. 
The graphs displayed become a critical tool in evaluating model performance. The loss function 
measures how much the model can make accurate predictions on the training data. Loss graphs 
pay attention to the difference between loss on training data and validation data. Validation Loss 
graphs provide insight into how well a model can predict never-before-seen data and special 
attention is paid to potential overfitting or underfitting. The deviation between the Loss and 
Validation Loss graphs can provide important insight into the quality of the model's generalization 
to new data. 

The proposed model learns on the dataset with the most optimal training-testing division, namely 
80%-20%. The proposed model's prediction results are by the movement of testing and training 
data. Prediction results on training and testing data improve with more training carried out. Deep 
learning carries out deeper learning based on long and short-term time by looking at the 
movement of the number of passengers in 4 bus public transportation areas, which is getting 
better(Figure 5). The four movements fluctuate with the same rhythm, even though a few tangents 
exist between the data. This is due to a very sharp decline due to the complete cessation of public 
transportation operations. The highest passenger movement is in the central region, while the 
lowest is in the western region. The predictions made are greatly influenced by the data obtained 
as the primary material for making predictions. Prediction models have been carried out for 
various predictions of short-term public transport bus passengers[17], [18], [19], [20], [22], [23], 
[24], [25], [26]. The model focuses more on finding the best accuracy[18], [20], [21], model 
accuracy comparison[17], [19], [22], [23], [24], [25], and improve model accuracy[26], [27]  by 
using various evaluation matrices. The best model for the proposed prediction model is based on 
an evaluation matrix that is different from previous prediction models in the form of settings for 
drop-outs, neurons, and the distribution of the prediction model's train-test data. The model also 
presents processing time, four types of predictions, relationships between predictions, and 
patterns between predictions. The results of the three evaluation metrics of the proposed 
prediction model have better values compared to several prediction models that have been 
carried out. 
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Figure 5. Data, Training, and Testing Prediction 
 

Predictions are made for the next 12 months for the four types of predictions produced. The 
prediction results show a drastic decline starting from the 2nd month (October). Still, starting from 
the 4th month (February), the movement tends to stabilize and experience a slight increase until 
the 12th month (August). The predictions for the number of passengers do not overlap because 
all bus areas operate normally. Passengers between bus regions have long distances, 
passengers in the south and west regions being the closest. The distances between predictions 
do not intersect, which means that fluctuations in the number of passengers occur simultaneously. 
The proposed prediction model has stable accuracy when using three evaluation matrices to 
produce predictions dynamically according to the use of a dataset which can be used as a solution 
to see predictions of the number of passengers in bus public transportation areas in the next 12 
months(Figure 6). 
 

 
 

Figure 6. Predictions For The Next 12 Months 
 

The four predictions for the number of passengers in public transportation areas on buses have 
a positive or negative relationship, which can be presented with a correlation heat map. In the 
correlation heatmap, blue indicates a negative correlation, and red indicates a positive correlation. 
A positive link means that the predictions are directly proportional, while a negative link implies 
that the predictions are inversely proportional. The predicted number of passengers in the bus 
area with a strong negative correlation is CENTRAL-SOUTH. The predicted number of 
passengers with a weak positive correlation is CENTRAL to WEST and NORTH. The predicted 
number of passengers that is strongly positively correlated is NORTH-WEST, while the one that 
is usually correlated is SOUTH to NORTH and WEST(Figure 7). 
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Figure 7. Prediction Correlation Heatmap 
 

The relationship between prediction variables can be visualized with a prediction scatter matrix. 
The points on a scatter plot that move together or form a line become a consistent positive or 
negative pattern in the prediction model. If the points are concentrated in an area, it indicates that 
the variables are interdependent and can be used in predictions. As the diagonal scatter plot 
suggests, the four predictions have a solid relationship. Predictions closely related and dependent 
are CENTRAL-WEST, CENTRAL-NORTH, NORTH-WEST, and WEST-SOUTH. Predictions that 
are less closely interconnected and dependent are CENTRAL-SOUTH (Figure 8). 
 

 
 

Figure 8. Prediction Scatter Matrix 
 

The proposed prediction modeling can capture the dynamics of fluctuations in the number of 
passengers in 4 operational areas of public bus transportation. The presentation of passenger 
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descriptions can be used as a reference for creating policies and strategies to deal with them. A 
solution for improving the quality of public bus transportation services is to implement appropriate 
policies and strategies based on time. Policy making and improving mobility using good public 
transportation in a new direction using predictive models to predict the number of bus passengers. 
Good bus operation management is the basis for decisions and plays an important role. Public 
bus transportation agencies can use this model and insight to improve the quality and breadth of 
information provided to users of each region's bus public transportation system. 
 
4. Conclusion 

Predicting the number of passengers in 4 bus public transportation areas (central, north, south, 
and west) using time-series data can be done using a deep learning-based LSTM model. The 
most optimal prediction model is epoch 80, batch size 8, neuron 32, dropout 0.2, and train-test 
80-20 with the lowest MSLE, MAPE, and SMAPE evaluation values compared to other variations. 
Predictions on training and testing data improve with appropriate tuning. The proposed prediction 
model predicts 12 months later for four predictions of bus area passenger numbers with 
fluctuations occurring simultaneously. There is a strong negative correlation in central-south and 
a strong positive correlation in the north-west; apart from that, there is a weak negative and 
positive correlation. Predictions that are less closely interconnected and dependent are central-
south. Policy making and increasing mobility using public transportation in each region get a new 
direction with a predictive model proposed to predict the number of bus passengers. The 
proposed model needs to be compared with other prediction models, and using short-term 
prediction models will be a step in future work. 
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