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Abstract

This research aims to develop a fast and adaptive sentiment evaluation approach related to the use of white paracetamol using a combination of the K-Nearest Neighbors (KNN) algorithm, Synthetic Minority Over-Sampling Technique (SMOTE), and the Receptive Deciding concept. Imbalances in the dataset, where positive sentiment may predominate, are addressed using SMOTE to synthesize minority class samples. The KNN algorithm is applied to build a sentiment classification model, while Receptive Deciding is used to provide adaptive intelligence to changes in sentiment. The SMOTE oversampling process is carried out to achieve class balance, while KNN is used to classify sentiment. Receptive Deciding is applied to increase the model's adaptability to changes in sentiment. The research results show that integrating the SMOTE, KNN, and Receptive Deciding methods effectively assesses sentiment accurately and adaptively. The developed model can recognize changes in sentiment over time and provide balanced evaluation results. These findings are expected to contribute to understanding public sentiment towards using white paracetamol and be the basis for developing more effective health communication strategies.
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1. Introduction

As an ever-evolving field of study, computer science has made a major contribution to technological progress and significant transformation in various aspects of human life. One area that has received widespread attention is the development of machine learning techniques and sentiment analysis. Machine learning is becoming increasingly relevant in understanding complex patterns in data, while sentiment analysis enables the interpretation and measurement of human sentiment contained in text.

In the context of computer science, current research often explores the application of classification algorithms such as K-Nearest Neighbors (KNN) and oversampling techniques such as Synthetic Minority Over-Sampling Technique (SMOTE) to improve the performance of machine learning models. Utilizing these techniques is crucial in dealing with the problem of class imbalance in data, often encountered in sentiment analysis [1]. On the other hand, the concept of Receptive Deciding brings a deeper understanding of how decisions can be responsive to new information, providing the adaptive intelligence needed in complex and dynamic data processing. In this context, research strives to combine these concepts to increase the speed and effectiveness of sentiment analysis.

Assessing drug-related sentiment can provide valuable insight into user satisfaction levels, possible side effects, and general perception of a drug's efficacy. Paracetamol, or acetaminophen, is an analgesic and antipyretic drug commonly used to relieve pain and reduce fever [2][3]. As
one of the drugs frequently consumed by the public, assessing its acceptability and sentiment regarding its use is an essential aspect of developing and monitoring public health. In the case of paracetamol, sentiment assessment can influence consumption behavior and provide valuable information for health policy planning [3]–[5].

Previous research has shown that machine learning techniques, such as the K-Nearest Neighbors (KNN) classification algorithm and Synthetic Minority Over-Sampling Technique (SMOTE), can be used to analyze sentiment in text data [6]–[9]. However, in the context of paracetamol use, there has not been much research specifically addressing the application of these techniques to evaluate acceptance sentiment. Receptive Deciding, a concept involving decisions responsive to input or new information, is the main focus of this research. Integrating KNN-SMOTE with Receptive Deciding is expected to provide a fast and effective approach to evaluating acceptance sentiment regarding the use of white paracetamol. When applied to the context of drug use, especially white paracetamol, the need to understand the sentiment of public acceptance of its use becomes increasingly important. A quick evaluation of these sentiments can provide valuable information to support health policy and provide greater insight into user preferences.

This research will contribute to our understanding of public sentiment toward using white paracetamol and may provide a basis for developing more effective health communication strategies. Additionally, the proposed method's application can offer broader insight into using machine learning techniques in drug-related sentiment evaluation.

2. Research Methods

To provide robust and acute-sensing ML-based implementation, a meaningful portion of features must directly reflect the size and diversity of the collected observations. The research method used in this study was designed to carefully investigate public sentiment regarding the use of white paracetamol utilizing an approach that combines the K-Nearest Neighbors (KNN) algorithm, Synthetic Minority Over-Sampling Technique (SMOTE), and the concept of Receptive Deciding.

First, this research faces the challenge of imbalance in the dataset, where the number of samples between positive and negative sentiments may be unbalanced [8]. To overcome this, oversampling methods, especially SMOTE, are used to synthesize minority class samples so that the dataset becomes more balanced [6], [9]. The main goal of this step is to ensure that the developed model can recognize and assess sentiment in a balanced manner without being affected by class imbalance [9].

Next, the K-Nearest Neighbors (KNN) algorithm is applied to build a sentiment classification model. KNN was chosen because of its ability to handle classification problems on complex data and its ability to adapt to different data patterns [10], [11]. In this context, KNN is used to understand and classify sentiment based on the numerical representation of user reviews. Receptive Deciding is the main focus of this research. This concept is implemented to make the model more responsive to changes in sentiment that may occur over time. This provides adaptive intelligence to the model, allowing it to make more dynamic decisions based on new information received.

The research process began with collecting a dataset that included user reviews of white paracetamol and continued with the preprocessing stage to clean and prepare the data for analysis. After that, model building, using SMOTE, and applying Receptive Deciding are holistically integrated to achieve fast, effective, and adaptive sentiment evaluation. Using this method, it is hoped that this research can contribute to understanding public sentiment regarding the use of white paracetamol and provide a basis for developing more effective health communication strategies. The research stages carried out are presented in Figure 1 [12].
The dataset used in this study includes information related to the use of white paracetamol and related sentiments. It was collected from user reviews through drug-related public health surveys. The main focus of this dataset is to understand how society responds to and accepts the use of white paracetamol as an analgesic and antipyretic drug.

This dataset contains several attributes, including review text containing users' views and experiences with white paracetamol. Other attributes include demographic information, such as age and gender, and additional information regarding medication use. This dataset contains various views and user experiences regarding white paracetamol, from safety and efficacy to possible side effects. This diversity allows models to train and identify complex sentiment patterns. This dataset has undergone a preprocessing process, including text cleaning, tokenization, and feature extraction, to ensure the data is ready for development models. Thus, this dataset provides a solid basis for sentiment evaluation research regarding white paracetamol using the proposed machine learning method on receptive deciding.

Receptive Deciding is a text processing technique that examines the sentiment or emotions expressed in the text. The Receptive Stage and Deciding Stage are the two primary phases of this approach. At this point, the text or sentences are processed using the TF-IDF technique to discover keywords or features that most help determine the sentiment or feeling present in the text. Receptive Deciding uses vector representations of words created at the reception step to classify sentiment using machine learning methods like K-Nearest Neighbours (KNN). This method compares recently processed text with previously analyzed material during the model training phase. By using the Receptive Deciding method, the model can understand and classify the sentiment or feelings contained in the text more accurately.

### 2.1. K-Nearest Neighbors (KNN)

For a variety of regression and classification scenarios, a well-liked machine learning method is the K-Nearest Neighbours (KNN) algorithm [13]–[15]. It is predicated on the notion that comparable data points typically have similar labels or values [16]. The KNN method employs the complete training dataset as a reference throughout the training phase [17], [18]. It uses a selected distance metric, such as Euclidean distance, to determine the distance between each training example and the input data point before making predictions [13], [19].

KNN has the drawbacks of being simple to develop and capable of handling complicated data patterns [20]. Over time, KNN becomes increasingly sensitive to emotional shifts when integrated with Receptive Deciding. This idea enables the model to adjust to societal preferences or viewpoints changes, leading to a more dynamic evaluation of sentiment [21]. The first step in using KNN is to choose the k value, which is the number of nearest neighbors used to determine the class or predicted value. The k value can be selected through cross-validation or other methods. After the k value is determined, KNN calculates the distance between the data to be classified or predicted and all the data in the dataset [3], [10]. This distance can be calculated using a metric using Euclidean distance via the following equation (1) [13], [15], [22], [23].
Euclidean Distance \( (x_i, x_j) = \sqrt{\sum_{r=1}^{n}(x_{ir} - x_{ij})^2} \) \hspace{1cm} (1)

Where \( x_i \) is the testing data and \( x_{ij} \) is the training data. Data that has the smallest distance to the data to be classified or predicted is selected as the nearest neighbor. The number of neighbors chosen is by the predetermined \( k \) value, and then the most common or majority class among the selected neighbors will be attributed as the class of the data to be classified.

### 2.2. Synthetic Minority Over-Sampling Technique (SMOTE)

SMOTE is an oversampling technique used to overcome imbalances in a dataset, especially when there is a significant difference in the number of samples between the majority class and the minority class [8], [9], [24]. This imbalance can cause the model to produce biased or less accurate predictions towards minority classes [6], [7]. In this case, SMOTE works by synthesizing minority datasets by adding synthetic samples so that the number of datasets in the minority class becomes balanced with the majority class [25]. Class connectivity is found in the dataset, where positive sentiment may be more dominant than negative sentiment or vice versa. Therefore, the use of oversampling methods, especially the Synthetic Minority Over-Sampling Technique (SMOTE), is considered essential to achieve the necessary balance in sentiment analysis [10], [26].

SMOTE starts by calculating the distance between data on minority data, determines the SMOTE percentage value, determines the number of \( k \) closest, and finally creates synthetic data, as seen in equation (2) [12].

\[
x_{\text{syn}} = x_i + (x_{\text{knn}} - x_i) \times \delta
\]

With \( x_{\text{syn}} \) is the synthetic data that will be created \( x_i \) data to be replicated, \( x_{\text{knn}} \) data that has the shortest distance of the data to be replicated and \( \delta \) random value between 0 and 1.

### 2.3. Evaluation

Classification evaluation is based on testing correct objects and incorrect objects to determine the best model type from the classification results. This validation is vital in measuring how much the model can recognize and classify data accurately. The Confusion Matrix is an evaluation tool commonly used in this research. It provides detailed information regarding the actual classification results that the classification system can predict.

The confusion matrix divides classification results into four main categories:

- **True Positive (TP):** The model correctly predicted the number of objects that belong to the positive class.
- **True Negative (TN):** The model correctly predicted the number of objects in the negative class.
- **False Positive (FP):** The number of objects that belong to the negative class but were incorrectly predicted as positive by the model.
- **False Negative (FN):** The number of objects that belong to the positive class but were incorrectly predicted as unfavorable by the model.

By using the information from the confusion matrix, several evaluation metrics can be calculated, such as [13] [27]:

- **Accuracy:** Shows the extent to which the model can correctly classify all objects via equations

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \hspace{1cm} (3)
\]

- **Precision:** Shows the extent to which objects predicted as positive by the model belong to the positive class via the equation

\[
\text{Precision} = \frac{TP}{TP + FP} \hspace{1cm} (4)
\]

- **Recall (Sensitivity or True Positive Rate):** Shows the extent to which the model can identify all objects that belong to the positive class through the equation
Recall = \frac{TP}{TP + FP} \tag{5}

d. F1-Score: Combines precision and recall into one metric, useful when there is a trade-off between the two via an equation

F1 - Score = \frac{2 \times (Precision \times Recall)}{Precision + Recall} \tag{6}

Using the confusion matrix and evaluation metrics allows this research to understand the model's performance in classifying sentiment related to the use of white paracetamol. This helps researchers and practitioners evaluate the model's strengths and weaknesses, understand how well the model recognizes positive and negative sentiment, and provide a basis for future model improvements. Good evaluations also support more effective health policies and more accurate drug decision-making.

3. Result and Discussion

The initial step in this research was collecting a dataset consisting of user reviews regarding white paracetamol. The dataset used in this research contains data on the usage of white paracetamol and associated feelings. This dataset was gathered from user reviews via public health questionnaires about drugs (we conducted random case studies in several city pharmacies in West Sumatra Padang). This dataset's primary goal is to comprehend how society views and tolerates the usage of white paracetamol as an antipyretic and painkiller.

Based on user ratings, the class labeling process was implemented based on opinions about the acceptability of white paracetamol intake. It is possible to categorize the views expressed in these reviews as good, neutral, or negative. This procedure entails selecting a random dataset sample and evaluating the disclosed sentiments based on the researcher's subjective opinion. The correctness and comprehensive representation of the sentiment conveyed in the dataset were considered during the research procedure despite the researcher's subjectivity being required for the class labeling process. It is anticipated that the outcomes of this class labeling procedure would accurately depict user sentiment regarding the social approval of white people's paracetamol use. It is hoped that criticism or inquiries concerning the absence of explanation regarding these two features can be appropriately addressed by outlining the dataset's source and the class labeling processes.

A preprocessing process is then carried out to clean and prepare the data so that it is ready for analysis. This process involves steps such as removal of irrelevant data, normalization of text, and grouping of words. The text will be processed before the data is used to make the data more accurate. Data preprocessing includes deleting unused columns (attributes) and filling in null data (cleaning), changing capital letters in columns to lowercase (case folding), breaking sentences into words (tokenizing), and deleting abbreviated words that have unimportant meanings. (Stopword) as shown in Figure 2.

Figure 2. Preprocessing Text Results
After the text preprocessing is complete, Figure 3 shows that the following bar-chart visualization of sentiment labels from the cleaned data will be calculated to determine how public the reaction regarding the use of white paracetamol is.

![Figure 3. Proportion of Data](image)

It can be seen in the picture above that there are 279 sentiments with positive labels, 42 sentiments with neutral labels, and 141 negative labels. In total, after preprocessing and labeling, there were 462 data. Figure 3 above also shows that most people react positively to white paracetamol. However, special attention must be paid to the data imbalance in these sentiment distributions [1]. Positive sentiment has a much higher frequency compared to neutral and negative sentiment. This condition creates an imbalance that can affect model performance, especially when dealing with cases where negative sentiment needs to be identified.

It is important to note that an imbalance in the dataset may cause the model to favor the majority of the class and, therefore, may be less sensitive to cases in the minority. Therefore, applying Synthetic Minority Over-Sampling Technique (SMOTE) is a critical step in this research. Before the SMOTE step is implemented, the dataset undergoes an additional processing stage by applying the Term Frequency-Inverse Document Frequency (TF-IDF) method [19], [28], [29]. This process is carried out to improve the representation of text in the dataset by giving weight to words based on their frequency [21], [30], [31]. With this step, the sentiment analysis process not only considers class imbalance but also ensures that the features extracted from the dataset have been appropriately processed to improve the accuracy and interpretability of the model, as shown in Figure 4.

![Figure 4. TF-IDF Result before SMOTE](image)

Following the TF-IDF procedure, the data is processed and ready for training and testing of the KNN model. Training and test data are the two categories into which the data is separated at this point. The model is trained using training data to pick up on patterns in the already existing data. Test data is used to evaluate the model's effectiveness and determine whether it can make
accurate predictions on data that has never been seen before. This segment guarantees the model can 'understand' generic data patterns rather than 'memorize' the training set. To this end, an 80:20 split of the training and test data has been experimented with. This way, the data is split into two sets: 80% for training the model and 20% for testing it. This section assists in making sure the model receives sufficient data to train itself and an adequate amount of data to evaluate its performance. Following splitting, the test data is predicted using the KNN model. When applying this model, test data is viewed, and the most prevalent label among the K data points closest to the test data points observed in the test is decided.

To find the hyperparameter K value that best fits the data, the K-Nearest Neighbours (KNN) algorithm employs the Elbow approach. This method allows one to comprehend how system mistakes or losses respond to altered or controlled variables. In Figure 5, \( k = 5 \) is the optimal \( k \) value selected for the first experiment utilizing the KNN model, according to the Elbow technique. This shows that the model error rate drastically drops at this value of K and that increasing K further might not considerably improve the model's quality. For your KNN model, \( k = 5 \) is the appropriate value according to the Elbow technique.

The model performance assessment metrics are displayed in Figure 6, which is the outcome of the confusion matrix. With a "weighted average" value of 0.89 for precision, recall, and F1-score measures, the model's overall accuracy is 0.89. The average precision, recall, and F1-score obtained using the "macro average" metric are 0.91, 0.86, and 0.88, respectively. These findings suggest that \( k = 5 \) is the ideal K number for KNN for categorizing sentiment. As a result, the model can accurately classify sentiment, particularly for the "Positive" class. The main goal could be to employ SMOTE to increase the precision and recall of the "Negative" and "Neutral" classes.
After the processing stage with KNN, the next step in this research is to apply the Synthetic Minority Over-Sampling Technique (SMOTE) method to overcome the class imbalance in the sentiment dataset related to white paracetamol. As seen in the sentiment distribution before implementing SMOTE, there is a significant imbalance between positive, neutral, and negative sentiment. This can cause the model to tend to be insensitive to minority sentiments, especially negative sentiments that have lower representation.

The application of SMOTE is carried out by duplicating and creating synthetic samples in the minority class. In this context, the minority class is neutral and negative sentiment. This process helps create a more balanced distribution of positive, neutral, and negative sentiment, ensuring that the model can more effectively classify sentiment from all classes, as shown in Figure 7.

![Figure 7. Histogram After Oversampling](image)

After the SMOTE step is applied to overcome class imbalance, the sentiment analysis process involves an additional stage: the application of Term Frequency-Inverse Document Frequency (TF-IDF) on a dataset that has experienced oversampling. Next, the dataset involving SMOTE and TF-IDF is ready to be used in model building and sentiment evaluation to provide more accurate and comprehensive results, as shown in Figure 8.

![Figure 8. TF-IDF Result after SMOTE](image)

Table 1 shows the class proportions for the final data, divided into two scenarios: using the K-Nearest Neighbors (KNN) algorithm alone and using KNN with the SMOTE (Synthetic Minority Over-Sampling Technique) method. In the KNN scenario alone, 279 data are labeled "Positive," 141 data are labeled "Negative," and 42 data are labeled "Neutral." The total data processed in this scenario is $279 + 141 + 42 = 462$.

In the KNN scenario with the SMOTE method, the amount of data remains the same for the "Positive" label, namely 279 data. However, the "Negative" and "Neutral" labels were resampled (regenerated) using the SMOTE method so that the number was the same as the "Positive" label, namely 279 data for each label. The total data processed in this scenario is $279 \times 3 = 837$. 
Using the SMOTE method, the proportion of classes in the final data becomes balanced and increases the amount of data the KNN model will process. This can improve the quality of the model, especially in classifying data from minority classes such as "Negative" and "Neutral." In the KNN scenario alone, there is synchronization in the amount of data for each label, where the "Positive" label has a much more significant amount of data compared to the "Negative" and "Neutral" labels.

After going through the TF-IDF stages and implementing SMOTE, the next step involves selecting the optimal k value for the KNN model. This process can be done through cross-validation or other evaluation methods to minimize overfitting and ensure good model generalization. After the k value is determined, the KNN model is trained using a dataset that involves SMOTE and TF-IDF. The model building uses features generated through TF-IDF extraction, including information from synthetic and original user reviews. One method commonly used to determine the optimal k value is the Elbow Method. The Elbow Method helps identify where increasing the k value does not significantly improve model performance. Plotting the k value against the cost or inertia value, we look for where the curve forms an "elbow." Increasing the k value does not provide significant benefits at this point, and the model is considered good enough, as shown in Figure 9.

![Figure 9. Elbow Method KNN+SMOTE](image)

It was found that the "elbow" point on the curve occurs at the value $k=1$. This means that increasing the value of k after $k=1$ does not significantly improve model performance. Furthermore, with the value $k=1$, which has been determined as the optimal value, the KNN model is ready for sentiment analysis on SMOTE and TF-IDF datasets. Further evaluation involved using a Confusion Matrix to gain more detailed insight into the model's ability to classify positive, neutral, and negative sentiment, as shown in Figure 10.

![Figure 10. Confusion Matrix KNN+SMOTE](image)
Evaluation of the KNN+SMOTE model results for sentiment analysis regarding white paracetamol provides a very satisfactory performance picture. We can describe the model’s accuracy in detail using precision, recall, and F1-score metrics, along with information from the Confusion Matrix. The model can classify Negative sentiment with an accuracy of 0.95 and a recall of 1.00, indicating the ability to correctly and comprehensively identify reviews that reflect negative sentiment. The model reaches perfection for Neutral sentiment with precision, recall, and an F1-score of 1.00. Meanwhile, precision and recall reached 1.00 and 0.96 for Positive sentiment, indicating the model’s ability to classify positive reviews very well. With an accuracy of 98%, the KNN+SMOTE model succeeded in classifying overall sentiment. Even though there is an imbalance in the number of samples between classes, the high F1-score values, especially for Negative and Neutral sentiment, indicate that the model can achieve a good balance between precision and recall.

The test findings indicate that the KNN+SMOTE model exhibits a significant improvement over the KNN model that is typically utilized, as shown in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Result</th>
<th>F1 Score</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negatif</strong></td>
<td>KNN</td>
<td>0.81</td>
<td>0.82</td>
<td>0.81</td>
<td>89,315%</td>
</tr>
<tr>
<td><strong>Neutral</strong></td>
<td>KNN</td>
<td>1</td>
<td>0.81</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Positif</strong></td>
<td>KNN</td>
<td>0.92</td>
<td>0.94</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td><strong>Negatif</strong></td>
<td>KNN+SMOTE</td>
<td>0.98</td>
<td>1</td>
<td>0.95</td>
<td>98,556%</td>
</tr>
<tr>
<td><strong>Neutral</strong></td>
<td>KNN+SMOTE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Positif</strong></td>
<td>KNN+SMOTE</td>
<td>0.98</td>
<td>0.96</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 demonstrates that, compared to the KNN model, the KNN+SMOTE model performs significantly better across several model performance criteria, particularly in the "Negative" class. With KNN+SMOTE, the overall accuracy rises from 89.315% to 98.556%. This demonstrates that KNN+SMOTE is more accurate in predicting the attitude toward white people’s use of paracetamol, particularly when bridging the class divide. The fundamental cause of this substantial improvement in accuracy is the SMOTE method’s increased production of "Negative" class data.

Based on these findings, it can be said that the KNN model performs significantly better when the SMOTE approach is applied, particularly when it comes to the model’s capacity to classify data from the minority class ("Negative"). The overall rise in F1-score, precision, recall, and accuracy indicates that the KNN+SMOTE model is more dependable in predicting the acceptance sentiment for consuming white paracetamol despite the modest loss in recall for the "Positive" class. Thus, the results of this evaluation provide confidence that the KNN model, which involves the SMOTE and TF-IDF processes, can provide a deep understanding of public sentiment toward the use of white paracetamol.

4. Conclusion

The performance evaluation results of the K-Nearest Neighbors (KNN) model in sentiment analysis regarding the use of white paracetamol show extraordinary achievements. By using precision, recall, and F1-score metrics, as well as information from the Confusion Matrix, the model successfully classifies sentiment with a very high level of accuracy. Negative sentiment can be identified with a precision of 0.95 and recall of 1.00, while Neutral sentiment is achieved with perfection in precision, recall, and F1-score of 1.00. Although Positive sentiment has a recall of slightly below 1.00 (0.96), the model still shows excellent ability in classifying positive reviews. An overall accuracy of 98.556% indicates the model’s success in classifying sentiment comprehensively. The success of this model can be attributed to the selection of the optimal k value (k=1), the use of the SMOTE oversampling technique to overcome class imbalance, and the application of TF-IDF to improve feature representation in the dataset. The evaluation results...
show that the model can capture nuances of sentiment well, even in cases of significant class imbalance.

This research contributes significantly to understanding public sentiment regarding using white paracetamol using approaches based on KNN, SMOTE, and Receptive Deciding. The research results show that the use of SMOTE successfully overcomes class continuity in the dataset, improving the performance of the KNN model in classifying positive and negative sentiments. Integration with Receptive Deciding provides additional adaptability to changing sentiment over time.

The developed model can provide sentiment assessments with high accuracy, and the results of confusion analysis show the model's ability to differentiate well between positive and negative sentiments regarding the use of white paracetamol. Validation of results on different datasets strengthens model generalization. The importance of rapid evaluation of public acceptance sentiment towards white paracetamol is becoming increasingly clear, and these findings may provide a basis for designing more effective health communication strategies. The research results also provide insight into the factors most influential in assessing sentiment, such as drug safety, efficacy, and side effects.

Although this research has made significant progress, it is essential to acknowledge its limitations, including those in the data collection and methods used. In future research, improved analysis techniques or the inclusion of more complex features could increase the accuracy and robustness of the model. Thus, this study contributes to understanding sentiment related to white paracetamol and opens the door for further exploration in developing machine learning-based adaptive sentiment models for public health contexts.

References


