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Abstract 

 
Traffic accidents are still significant contributors to a fairly high death. Denpasar’s resort police 
record every traffic accident in the form of a daily report. The stored data can generate valuable 
information to improve policies and propagate better traffic practices. This research utilizes the 
classification technique with the XGBoost, random forest algorithm, and SMOTE method. The 
study shows that the SMOTE technique can increase the model's accuracy. Using the 
classification method with the two algorithms produces factors that affect the severity of traffic 
accident victims with feature importance. The feature importance obtained using the XGBoost 
model by counting the weight value for testing using the original dataset, the dataset for the type 
of two-wheeled vehicle, and the dataset of the kind of vehicle other than two-wheeled indicate 
that the variables influencing the severity of victims in road accidents are the time of accident 
between 00.00-06.00, the type of vehicle motorcycle, the type of opponent vehicle truck and 
pickup car, the age of the driver between 16-25, sub-district road status and front – side type of 
accident. 
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1. Introduction 

Traffic accidents are still one of the contributors to a relatively high death rate in Indonesia [1]. 
Three people die every hour in traffic accidents on average [2]. The number of casualties in 
Indonesia and what happened in Denpasar City tends to increase yearly. Based on data from the 
Indonesian National Police published by the Central Statistic Agency, traffic accidents in 2019 
recorded 116,411 cases in Indonesia, an increase of about 6% from the previous year, which 
recorded 109,215 cases. The high traffic accidents must be a concern and get effective handling. 

The Police of Denpasar City record every traffic accident case daily. Data generally recorded on 
a traffic accident is where, when, and how the accident occurred. The data that is recorded and 
stored can produce valuable information that can be used to create or improve policies related to 
traffic accidents. Data mining is a method that can be utilized to obtain relevant information that 
was not previously available.  

Data mining is a technique for finding and obtaining potentially valuable knowledge from huge 
amounts of data [3]. Data mining aims to extract hidden information from large data blocks [4]. 
One method that can be used in data mining is classification. Classification is work related to 
categorizing a particular group of items into targeted groups and mapping each set of variables 
to each target [5]. The XGBoost algorithm is one of the classification algorithms in development 
right now. Recently, the machine learning applications and Kaggle competition for structured and 
tabular data have been dominated by the XGBoost algorithm. Gradient-boosted decision trees 
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are implemented using XGBoost to enhance efficiency and performance. The XGBoost algorithm 
is used for research purposes that require speed in execution and good model performance [6].  

Several research conducted for data mining development, such as Noh et al.’s data mining 
research for traffic accidents, led to the development of a novel model for potential pedestrian risk 
event (PPRE) analysis. The system automatically recognizes vehicles and pedestrians, computes 
passes, and extracts frame-level behavioral data. They used video footage captured by road 
security cameras for their study. These occurrences are divided into six clusters using K-means 
clustering and a decision tree, and the groupings are then visualized and analyzed to see how 
they affect pedestrian danger at these crossings. The findings are presented as potential benefits 
and restrictions of the data received from the video in terms of identifying scenarios and locations 
with a high potential for pedestrian risk incidents [9]. 

Research related to the implementation of the XGBoost method was conducted by Sukarsa et al. 
to forecast or calculate the appropriate supply to optimize revenue from gourami sales. The 
research aims to estimate gourami supplies using transaction data with the XGBoost algorithm. 
Five XGBoost models with various properties, including lag, rolling window, mean encoding and 
mix, were made in this study. According to the findings, the mixed feature model has an accuracy 
of 97.54%, an MAE of 0.063, and a MAPE of 2.64% [10]. 

Salahadin Seid Yassin and Pooja conducted research related to data mining using the K-Means 
and Random Forest methods to predict traffic accidents. Research shows that integrating 
clustering and classification can help to increase model accuracy and pinpoint the key contributing 
components directly from the acquired data. The accuracy obtained by adding new clusters and 
using the random forest classification algorithm is 99.86% [11]. 

Other supporting research related to traffic accidents has been successfully carried out by Comi 
et al. using data mining techniques to determine the significant factors that contribute to and the 
common trends in Rome's traffic accidents. The study implemented clustering approaches (K-
Means Clustering and Kohonen Network) to analyze accident data from 2016 to 2019. The result 
shows that the kind of vehicle used is the most influential cause of accident severity [12]. Yuexu 
Zhao and Wai Deng also used the XGBoost algorithm to build a traffic accident prediction model. 
The study showed the model has good predictive accuracy and combines numerous models to 
highlight the variables significantly affecting outcomes. The ensemble model has advantages over 
elastic network regression, decision tree, and others. Accuracy, efficiency, and interpretability are 
balanced in ensemble learning techniques such as XGBoost [13]. Andri Irfan et al. developed a 
model that can predict accidents. The model was developed using Artificial Neural Network (ANN) 
and Support Vector Machine (SVM) data mining techniques to indicate and identify the factors 
that underlie accidents on toll roads in Indonesia. The study results show that the ANN method 
produces the best results for the model built compared to SVM and logistic regression [14]. 

The XGBoost algorithm has been used in previous studies and yielded promising results, such 
as predicting breast cancer. The research compared two classification algorithms, namely SVM 
and XGBoost. The number of data attributes is reduced using principal component analysis and 
clustering methods before classification. The results show that using XGBoost and PCA methods 
has a high accuracy rate of 97% [15]. Yu Jiang et al., through their research, used XGBoost to 
detect pedestrians. The built model combines XGBoost with genetic algorithms as tuning 
parameters as well as HOG and LBP features to describe pedestrians in tandem fusion. The 
result shows that the model can increase pedestrian detection accuracy on static images with an 
AUC value of 0.9913 [16]. Another study using the XGBoost algorithm for classification was 
conducted by Chen Wang et al. [17] and, respectively, for disease classification using the 
Parkinson dataset and text mining based on comments about taxes as big data. Both studies 
found that XGBoost is a good algorithm for classifying large amounts of data and data with 
unbalanced labels with the help of various additional features. 

Based on the previous research, the method used to classify accident data and examine the most 
important variables influencing the severity of traffic accident victims in Denpasar City, this study 
uses the XGBoost and random forest algorithms. The XGBoost and random forest algorithms 
produce classification results with high accuracy from several previous studies [7][8] and have 
features for analyzing influencing factors or variables. To get a model with the highest level of 
accuracy, classification is done using a variety of test scenarios. By calculating the value of feature 
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importance, the most effective model is used to discover the component that has the most impact 
on the severity of victims of traffic accidents. Supporting research for this research is taken from 
various journals and previous research. These studies have relevance that can be applied in this 
study.  

 
2. Research Method 

The proposed methodology performs preprocessing, builds models using several methods, and 
uses the best model to display the feature importance score to get features or variables that 
influence the class label, which is the severity level of the traffic accident victims. 

2.1 Data 

The resources taken in this study are traffic accident data in Denpasar, Indonesia, from 2020, 
with 546 lines of data. The traffic accident data used consists of several variables. Table 1 lists 
the variables. 
 
Table 1. Variables List 

Response Variable Predictor Variables 

Variable Name Category Variable Name Category 

Victim severity Material loss (Material), 
minor injury (LR), 
serious injury (LB), 
death (MD) 

Type of accident Front – back, front – 
side, pedestrian, 
front – front, side – 
side, pileup, solo, 
back – back  

  Accident time 00.00-06.00, 06.00-
12.00, 12.00-18.00, 
18.00-00.00 

  Road status Sub-district, 
municipality, district, 
province, national 

  Area Shops, settlements, 
offices, mangroves, 
tourism, landscaping 

  Gender Male, Female 
  Age 0-9, 10-15, 16-25, 

26-30, 31-40, 41-50, 
51-60, >60 

  Last education Primary school (SD), 
Junior High School 
(SMP), Senior High 
School (SMA), 
Vocational High 
School (SMK), 
College (Perguruan 
Tinggi) 

  Driver license 
ownership 

With SIM, no SIM 

  Helmet use Wearing a helmet, 
not wearing a helmet 

  Vehicle type Motorcycle, truck, 
pedestrian, car, pick 
up, bus, bicycle, 
heavy equipment car 

  Opponent’s vehicle 
type 

Motorcycle, truck, 
pedestrian, car, pick 
up, bus, bicycle, 
heavy equipment car 
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2.2 Research Flow 
 

 
 

Figure 1. Research Flow 

 
Data collection is the initial step in the research process. The data collected is in the form of 
detailed data on traffic accidents. The next stage is preprocessing. Data is selected at this stage, 
filling in missing values and converting categorical data to numeric. Data that is ready will be used 
for the modeling process. Modeling is carried out with various test scenarios using several 
methods, such as XGBoost and random forest for classification, RandomSearchCV, 
GridSearchCV for hyperparameter tuning, and the SMOTE method for resampling data.  

2.3 Preprocessing 

The processes involved in this stage include loading data, selecting data, filling in blank data 
(missing values), and converting categorical data into numeric. The loading data is the stage to 
display traffic accident data in Excel (.xlsx), which is stored as a data frame. The data selection 
stage is the stage for selecting columns from the data used for testing. The selected data can be 
used for testing and affects the label class. Variables were selected based on similar previous 
studies and weighted using the Chi-square test. The Chi-square test evaluates the correlation 
between the independent and dependent variables by removing features that are most likely 
class-independent and unnecessary for classification [18]. Based on feature selection, several 
columns on the dataset are deleted: number, place of accident, accident class, status, and 
occupation. 

Furthermore, the missing value is then filled in. Filling in the missing value is a step to fill in the 
empty or NaN data value. Filling in the missing value is intended so that data with empty values 
is not deleted so as not to reduce the number of rows of data, and the data can be used for testing. 
Filling in missing values or data with empty values is done by filling in the mode value from all 
data in that column. This is done because the data is in the categorical form [19].  
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The next stage is to change the data in the categorical form into data in numerical form. The 
purpose of changing the data is to be processed using XGBoostClassifier, which only accepts 
input in the form of numerical data. 

 

 
 

Figure 2. Data X in numerical form 

 
Figure 2 is the result of converting X data, which contains predictor variables in categorical form 
to numeric. The data is converted to numeric by One-hot-encode using the get_dummies library 
[20]. Each data category is transformed into a column, and a value of 1 in each row indicates that 
the category belongs to each data row. 

 

 
 

Figure 3. Data y in numerical form 

 
Figure 3 results from converting data y from categorical to numerical form. Data y, the target class, 
is changed by mapping for each data. Each value in the array represents a class of labels that 
will be predicted using the model. 

2.4 Build Model 

The model is built with several test scenarios with various methods and train and test data splits. 

2.4.1 XGBoost 

The first model is built with the XGBoost algorithm without hyperparameter tuning. One of the 
ensemble learning algorithms and a boosting algorithm is XGBoost [21]. The application of 
ensemble learning trains many models (weak learners) to solve problems and is used to make 
predictions. Ensemble learning helps reduce the difference between actual and predicted values. 
Based on initial training data, the sequential ensemble process known as boosting creates weak 
learners. Weak learners are further developed and correct errors in previously weak learners. To 
create the final prediction model, all weak learners are combined across numerous iterations [22]. 

2.4.2 RandomSearch CV 

The second model is built with XGBoost and RandomSearch CV for hyperparameter tuning. The 
RandomSearch CV algorithm will look for possible combinations of parameters inputted randomly 
to produce the best combination.  
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Table 2. Parameter Setting for RandomSearch CV Model 

Parameter Value 

learning_rate [0.001, 0.1, 0.1, 0.25, 0.5, 0.4] 
max_depth [1, 2, 3, 4, 5, 6] 
max_features [1, 2, 3, 4, 5, 6] 
n_estimators [20, 40, 50, 70, 100] 

 
Table 2 shows the parameters used to build and run the second model. The second model was 
built using RandomSearchCV. The parameter's value will be chosen randomly to get the best 
result.  
 

Table 3. XGBoost Parameter Function 

Parameter Function 

learning_rate Step size shrinkage was used 
in the update to prevent 
overfitting. Range parameter 
dari 0 sampai 1. Default = 0.3. 

max_depth Maximum depth of a tree. 
Increasing this value will 
make the model more 
complex and likely to overfit—
default = 6. 

max_features Determines the number of 
features considered when 
searching for the best split. 

n_estimators Determine the number of 
models built. 

  
Table 3 shows the parameters used for setting the built model. The parameter details described 
include the name and the function of the parameter. The parameters used for testing the XGBoost 
model are learning_rate, max_depth, max_features, and n_estimators.  

2.4.3 GridSearch CV 

The third model was built using GridSearch CV. GridSearch CV aims to perform validation for 
more than one model and each hyperparameter automatically and systematically. The 
parameters used for development and testing using the third model are shown in Table 4.  
 

Table 4. Parameter Setting for GridSearch CV Model 

Parameter Value 

learning_rate [0.001, 0.1, 0.1, 0.25, 0.5, 0.4] 
max_depth [1, 2, 3, 4, 5, 6] 
max_features [1, 2, 3, 4, 5, 6] 
n_estimators [20, 40, 50, 70, 100] 

 
Table 4 shows the parameter details for the third model created with GridSearchCV. Furthermore, 
the previously created XGBoost model is run with a grid search. Parameter adjustment with grid 
search will try all possible combinations of parameters and find the best one. 

2.4.4 SMOTE 

The Synthetic Minority Over-sampling Technique (SMOTE) is a well-known resampling method 
for dealing with class imbalance problems. Resampling is useful for balancing classes, clearing 
border areas, and enlarging minority class areas. The SMOTE technique helps to increase 
generalizability by creating new data rows of the minority class. The basis of this method is to 
perform interpolation among neighbor minority class instances. The method has the benefit of 
quick calculation speed and the successful provision of a balanced and accurate classification 
performance [23]. 
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Figure 4. Class Distribution Graph of the Initial Dataset 

 
The fourth model is built using the SMOTE method. Figure 4 shows the distribution of classes in 
the initial dataset. The frequency of the data that appears for each class is unbalanced, with the 
amount for each class being much different. In order to balance the dataset, the SMOTE method 
generates a new sample from the minority class. 
 

 
 

Figure 5. Class Distribution Graph of Balanced Dataset 

 
The graph in Figure 5 shows the distribution of classes from the balanced dataset that has been 
resampled using the SMOTE method. The frequency of data for each class is relatively the same, 
in contrast to before resampling using SMOTE, as shown in Figure 4. The data generated by 
creating new samples for the minority class resulted in 1515 rows from 459 rows of the initial 
dataset. 

2.4.5 Random Forest 

Random forest is a classification and regression method in the form of decision trees. The random 
forest method uses the bootstrap aggregation (bagging) technique. By randomly selecting 
observations and attributes from the training set, bagging decreases high variance [24]. Each tree 
in the random forest model is a Classification and Regression Tree (CART), which uses reduced 
impurity in selecting a separator predictor from a randomly selected subset of all available 
predictor variables. Class determination is taken based on the majority of the votes from all trees 
formed. The following are the phases of modeling using the random forest algorithm [25]. 
a. Randomly select n training samples from the original dataset using Bootstrap. 
b. k training sets are obtained once k rounds of extraction are completed. 
c. Training k training sets for k decision tree models. 
d. The average of each model’s prediction results is the final result for the charging load 

prediction problem. 
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The fifth model is built using RandomForestClassifier. RandomForestClassifier performs 
classification with a random forest algorithm.  
 

Table 5. Parameter Setting for Random Forest Model 

Parameter Value 

n_estimators 100 
random_state 0 
criterion ‘entropy’ 

 
Table 5 shows the parameters for running the fifth model with the random forest algorithm. The 
details and function of each parameter can be seen in Table 6. 

 
Table 6. Random Forest Parameter Function 

Parameter Function 

n_estimators The number of trees in the 
forest. Default = 100 

random_state Controls the randomness of the 
bootstrapping of the samples 
used when building trees. 
Default = None 

criterion The function is to measure the 
quality of a split. Default = Gini 

 
Table 6 shows the details of the parameters used for setting the random forest model that was 
built. The parameter details described include the name and function of the parameter. The 
parameters used for testing the random forest model are n_estimators, random_state, and 
criterion. 

 
3. Result and Analysis 

The best model was selected from developing and testing several classification models. The 
classification model is made using two classification algorithms, namely XGBoost and random 
forest, with several additional methods, such as RandomSearchCV and GridSearchCV for 
hyperparameter tuning and the SMOTE method for resampling data from minority classes from 
datasets with unbalanced classes. 
 

Table 7. Classification Model Test Results 

Method Train and Test 
Size 

Accuracy 

XGBoost Train: 0.8 
Test: 0.2 

0.88 
0.80 

Train: 0.7 
Test: 0.3 

0.90 
0.81 

Train: 0.6 
Test: 0.4 

0.89 
0.81 

XGBoost with 
RandomSearchCV 

Train: 0.8 
Test: 0.2 

0.82 
0.80 

Train: 0.7 
Test: 0.3 

0.80 
0.81 

Train: 0.6 
Test: 0.4 

0.82 
0.81 

XGBoost with 
GridSearchCV 
 
 
 
 
 

Train: 0.8 
Test: 0.2 

0.80 
0.83 

Train: 0.7 
Test: 0.3 

0.80 
0.82 

Train: 0.6 
Test: 0.4 

0.80 
0.81 
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Method Train and Test 
Size 

Accuracy 

XGBoost + 
SMOTE 

Train: 0.8 
Test: 0.2 

0.99 
0.90 

Train: 0.7 
Test: 0.3 

0.97 
0.90 

Train: 0.6 
Test: 0.4 

0.98 
0.89 

Random Forest Train: 0.8 
Test: 0.2 

0.97 
0.79 

Train: 0.7 
Test: 0.3 

0.97 
0.81 

Train: 0.6 
Test: 0.4 

0.98 
0.79 

Random Forest + 
SMOTE  

Train: 0.8 
Test: 0.2 

0.99 
0.93 

Train: 0.7 
Test: 0.3 

0.99 
0.90 

Train: 0.6 
Test: 0.4 

0.99 
0.89 

 
The test results employing all the constructed models are used to choose the model with the 
highest accuracy value and the lowest error value. The best model chosen is built with a 
combination of XGBoost and SMOTE methods, and the model with random forest and SMOTE 
with training and testing data distribution of 80% and 20%, respectively. 

Feature importance is a technique to calculate how much influence features or variables have on 
the target class of the model built. Determination of the influential variables using the frequency 
of selection of these variables as a sorter to divide the data across all trees (F-score). The greater 
the frequency of the variable chosen, the greater the influence of the variable in the modeling. 
XGBoost provides a feature to display the value of feature importance directly. 

Regarding the existence of irrelevant variables, if used for all types of vehicles, a test was carried 
out by dividing the data into data for two-wheeled vehicles and data for other than two-wheeled 
vehicles to get a better result of feature importance and in accordance with the original dataset. 
The feature importance test for data with the type of two-wheeled vehicle includes "Helmet Use" 
as one of the variables. 
 

Table 8. Feature Importances 

Dataset Method Feature Importance 

Original 
with 
feature 
selection 

XGBoost + 
SMOTE + 
GridSearchCV 

1. Accident time 
00.00-06.00 

2. Age 16-25 
3. Front–side type of 

accident 
4. Motorcycle vehicle 

type 
5. Accident time 

06.00-12.00 
Original 
with 
feature 
selection 

XGBoost + 
GridSearchCV 

1. Shops area 
2. Accident time 

00.00-06.00 
3. Front–side type of 

accident 
4. Drivers with SIM 

(driver’s license) 
5. Age 16-25 

Data 
with the 

XGBoost + 
GridSearchCV 

1. Sub-district road 
status 
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Dataset Method Feature Importance 
two-
wheeled 
type of 
vehicle 

2. Accident time 
18.00-00.00 

3. Opponent’s vehicle 
type truck 

4. Opponent’s vehicle 
type pickup 

5. District road status 
Data 
with 
other 
than the 
two-
wheeled 
type of 
vehicle 

XGBoost + 
GridSearchCV 

1. Opponent’s vehicle 
type pickup 

2. Pedestrian 
3. Age more than 60 

years old 
4. Male gender 
5. Sub-district road 

status 

 
The feature importance graph generated from several tests shows that each test gets different 
results. It happens because the missing value is filled in by filling in the mode value of the entire 
data in the column, where the data for each test is different. The test also shows that not all data 
is suitable for resampling using the SMOTE method. Resampling is done by adding a new data 
line from the minority class so that the resulting feature importance value differs from the original 
data. 

Several tests that have been carried out have shown that the most influential factors on the 
severity of traffic accident victims in Denpasar City are the time of the accident between 00.00-
06.00, the type of vehicle motorcycle, the type of opponent vehicle, a truck and pickup car, the 
age of the driver between 16-25, sub-district road status and front-side accident type. The test 
results will be given to the policymakers and related institutions that can then be used to make 
and improve policies as a consideration in the design and implementation of traffic safety 
improvement programs and other matters related to handling traffic accidents, especially in 
Denpasar City. 
 

Table 9. Suggestions for Applying Feature Importance 

Variable(s) Name Suggestion 

Front–side type of 
accident 

Continuous installation of road signs and markings tailored to the 
needs, installation of special signs to indicate the direction of the 
bend (chevron), improvement of intersection layout for traffic 
conflict management and providing adequate visibility for drivers, 
use of colored materials on the center line of the road, 
construction improvements the road so that there are no 
potholes and damage the normal slope of the road (collapse). 

Motorcycle type of 
vehicle, age of 
driver 16-25 years 
old 

Focusing on traffic safety programs associated with motorcycle 
users and on the age group of 16-25 years, which is equivalent 
to the age of students and college students.  

Road status sub-
district 

Installing warning banners, adding traffic signs, and checking 
road conditions. 

Accident time 
between 00.00-
06.00 

Installation of warning banners and adding traffic signs. 

 
Table 9 provides examples of recommendations for the practical implementation of the analysis 
of factors affecting the severity of victims of traffic accidents sourced from the traffic accident 
module [31] that can be given related to handling traffic accidents based on the value of feature 
importance obtained. Feature importance displays the variables or factors that most influence the 
severity of traffic accident victims.  
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4. Conclusion 

Model development and testing are carried out with several test scenarios to obtain a model with 
the best level of accuracy. The model with the best level of accuracy is used to find the value of 
feature importance in determining the severity of traffic accident victims. According to the test 
findings, the best model is the model with a combination of XGBoost and SMOTE methods with 
the distribution of training and testing data of 80% and 20%, respectively, with an accuracy value 
of 99% for training data and 90% for test data. Feature importance obtained using the XGBoost 
model by taking into account the weight value is carried out with several tests using the original 
dataset and the dataset that has been separated into data with the type of two-wheeled vehicle 
and data with the type of vehicle other than two-wheeled. Several tests that have been carried 
out have shown that the most influential factors in traffic accidents are the time of the accident 
between 00.00-06.00, the type of vehicle motorcycle, the type of opposing vehicle truck and 
pickup car, the age of the driver between 16-25, sub-district road status and front – side type of 
accident. 
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