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Abstract: Control diffusion processes has been found in a wide field of applications
as in stochastic optimal control and in mathematical finance via the theory of
hedging and nonlinear pricing theory for imperfect markets. In this paper we discuss
the control diffusion process with time and space dependent coefficients and local
Lipschitz continuity of the drift. The results show that the controlled process X; Lo
is independent of control u for a constant.
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1. Introduction

Given a bounded Borel subset U C R", we denote by U a set of progressively measurable
processes u = (ut, t > 0) defined on (2, F,F,P) such that P(u; € U) =1 for all ¢t > 0.
The elements of U are called admissible control processes. For each control process
(u¢) € U, we consider a stochastic differential equation,

{ AX78" = b(t, X7 ug)dt + o (t, X700 u)d Wy, t > s, )
Xs=¢&

where X" € R?, and b: Ry x R x U — R% and 0 : Ry x R x U — R>" are
assigned Lipschitz continuous functions for each u € R". We interpret X; = X(w) as
the state of the system at time ¢t. By a pathwise solution of this equation, we mean an
(Fi)-adapted continuous stochastic process X" satisfying

t t
X5 =¢ +/ b(r, X35, u,)dr +/ o(r, X35 u)dW,, 0<s<t. (2

S

If the above equation has a unique solution X"

process.

This type of problem appears in many applications in insurance and finance. In insur-
ance, Luo [17] consider an optimal dynamic control problem for an insurance company
with opportunities of proportional reinsurance and investment. Liang [16] study optimal
proportional reinsurance policy of an insurer with a risk process which is perturbed by
a diffusion. The closed-form expressions for the policy and the value function are de-
rived in the sense of maximizing the expected utility in the jump-diffusion framework.

1

, the process (X}) is called a controlled
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Another papers discussing the application of control diffusion process in its application
can be seen in [5], [7], [12], [13]. In financial applications, one may refer to [1], [9], [11],
[14].

2. Some useful facts

In this section, we review some facts which are important in next section.

Definition 2.1. A continuous function v : [0,7) x R — R is said to be upper
semicontinuous if

v(s,z) > limsup v(sy, Tp)
n—oo

for any s, € [0,7) and = € R whenever s,, — s and z,, — =, as n — oo.
A continuous function v : [0,7) x R — R is said to be lower semicontinuous if

v(s,z) < liminfv(sy,zy)
n—oo

for any s, s, € [0,T) and = € R whenever s, — s and z,, — x as n — oc.
The next lemma is well known.

Lemma 2.1. Let {v® ; a € A} be a family of lower semicontinuous functions. Then

v(s,x) = sup v*(s, x)
acA

is lower semicontinuous.

Lemma 2.2. Gronwall Lemma
Suppose that the function F :[0,T] — [0,00) satisfies conditions

T
/ F(t)dt < oo (3)
0
and .
F(t) <a+ b/ Fls)ds, t<T ()
0
where a,b > 0. Then
F(t) <ae”, t<T (5)

The proof of the Gronwall Lemma is well known, one may refer to Dharmawan [7] or
Bouchard [5] for the complete proof.

The following is a standing assumption on the functions b and ¢ appearing in the
control system.

Assumption 2.1. For each T > 0 there exists a constant K > 0 such that for all
uweU,s<Tand z,y € R?

’b(S,.’L’,U) - b(S,y,U)| + |U(S,ZE,U) - O'(S,y,'LL)’ < K’.T - y’ (6)

|b(s, z,u)| + |o(s,z,u)| < K(1+ |x|) (7)
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It is well known, see for example [11], p.158 or [22], that Assumption 2.1 yields the
existence of a unique strong solution (X, £ to (1), for each s > 0, each initial condition
¢, and each u € U. Moreover, (th,g,u) is continuous on [s,T].

Various versions of the next results are well known, see for example the monograph
of Krylov [15] or Bouchard [5].

Definition 2.2. Quadratic Variation of Martingales
Let 6, = max(t',; —ti') — oo as n — oo. The Quadratic variation of a process (X;) is
(2

defined as a limit in probability
(X)e=Jim 3 (X = X, ) ®)

If (X;) is a martingale, then (X7?) is a submartingale. By compensating X? by an
increasing process, it is possible to make it into a martingale. The process which com-
pensates X? to form a martingale turns out to be the quadratic variation of process
X;.

Theorem 2.1. If (X;) is a local martingale, then (X, X); exists. Moreover X2 —(X, X ),
s a local martingale.

Theorem 2.2. Burkholder-Davis-Gundy
For every p > 1, there exist two constants c, and C, such that, for all continuous local
martingales M vanishing at zero,

B [(M, MY2?] < E(MLY)] < CE [0, )2L?]

where M = supg<; | M.

3. Results
In this section we prove some results. The results here are not really new, but the proofs
are my original works. Another version of the proofs can be seen in [5].

Theorem 3.1. Let £ be an Fs-measurable random variable and for p > 2 such that
E|¢|P < oco. Then there exists a constant K(T,p) > 0 which is independent of u such
that for all 0 <s<t<T,

E|X;S" P < KE(1+ [¢P). (9)
Proof. We define the stopping times

inf{t € [s,T); | X5 > n}, n>1,
Tn = (10)
T, if {t [s,T);| X7 > n} =0

The stopping times 7, are well defined since the process X, £ ig continuous in ¢ € [s, T].
Then following (2) we have

tATh tATh
XL = g+/ b(r, X;f’g’“,ur)dr—k/ o(r, X35 u)dW,, 0<s<t<T. (11)
S S
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Invoking the Burkholder-Davis-Gundy inequalities 2.2 we obtain

tATh p
E|Xin, [P < 3P7IE|E)P + 3P R { / b(r, X35 u,)| dr
1 tATh p/2
+ 53”_1 {/ E [tr(oa*)(r, Xf’f’“,ur)} dr (12)

Using the Jensen inequality and Assumption 2.1 we find that

tATn
BIXGEP < w B+ GTP R | [ (s XeS

1 tATh
+ iﬁpfngflE [/ (14| X355 p)dr]. (13)

Therefore, there exists a constant £ > 0 such that
T
E| Xinr, [P < 3P E[¢[? + KE / (14 1x55207) ar. (14)
S
The function g,(t) = E|X; f;:\p is integrable on [0, 7] by definition of 7,, and

@) <k [ Qg 12 (15)

Therefore, by the Gronwall’s inequality (Lemma 2.2) to (15)

gn(t) < (BPIE[E)P +T) et e [s,T).
Applying the Fatou Lemma in order to pass with n — oo in the above inequality we
conclude the proof. O
Theorem 3.2. Let X' be the solution of the stochastic differential equation

t

t
Xomt = ¢ +/ b(r, X5, )dr +/ o(r, X3 u)dW,, 0<s<t (16)
S

s

Let (Xy) be the solution of (11) and assume that for a certain p > 2
E(1€"° + [¢F) < oo, n>1.
Then there ezists a constant C(p, K,T) which is independent of u such that

Esup [ X[ — Xi|P < C(p, K,T)E " — &
t<T
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Proof. We proceed similarly as in the proof of the previous Theorem, hence some details
are omitted. Using Lipschitz property of coefficients and 2.2 we obtain

E sup| X — X[’
t<T

¢ p
< 3‘”71EI£" — &P+ 3P~'E sup / [b(r, X', uy) — b(r, Xp,up)| dr
s<t<T |Js
T
< 3p—1E|£n - £|p +Cq (p, K)E/ |b(7“, X:"La ur) - b(T‘, X, ur)|p dr
T S
+Cip, K, T)E/ lo(r, X7 ) — o(r, X, up)|[P dir
’ T
< IR — ¢ + Ci(p, K, T)E / X" — X, [P dr.

Now we apply the Gronwall inequality (Lemma 2.2) with g, (t) = Esup,<,<; | X{* — X¢|?
to obtain

Esup|X;' — X; [P < 3'R[E" — &P + Cu(p, K)(T — 5)e!
t<T
< Cp, K, TE[" - ¢
where C(p, K, T) = max(37~1, Cy (p, K)(T — 5)e™'7). O

Theorem 3.3. Let Xf"’é’", where 0 < s, < t < T be a solution of the stochastic
differential equation

AT tAT
Xt = ¢ 4 / b(r, XS4 u,)dr + / o(r, X5m8U u)dW,, s, <t <T (17)
Sn Sn

Then for all p > 2 there exists a constant C(T,p) which is independent of u and such
that

p
E sup ‘thmé,u — x5 < O(T, p)|sn — 5P

5<t<T

where § = max (s, sp).

Proof. We will prove the Theorem assuming that s, < s. The case of s, > s is com-
pletely analogous and omitted. For simplicity we assume also that the drift b = 0. Then
we have

t
Xt = €+/ o(r, X785 u )W, sp <t < T,
Sn

t
th,ﬁ,u — 54—/ o(r, X35 u)dW,, s<t<T.
S
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Let X' = X;™"" and X; = X", Then for s <t and invoking again 2.2 we obtain

Esup || Xy — Xl
t<t/

s p/2
< c&(Tm)E(/ HU(T,Xﬁ,ur)Hng> n

p/2

tl
Cl(Tap)]E’ (/ HO-(Tv XﬁvuT) - U(T7 XT?U’T‘)HQ d7’>
t/
< CO(T,p)[sn — 5P + C(T, pE / \X7 — X, |Pdr.

Now we apply the Gronwall’s inequality (Lemma 2.2) with g(t) = Esupgc;<y [|[ X} —
X¢||P. We have

Esup | X] — X P < CL(T,p)|sn — s|P/? + CL(T, p) (s, — 5)P/2C1E =),
t<T

Choose C(T, p) = max(C,(T,p), C1(T, P)eC1(*'=5)); then

Esup || X — X4||P < C(T, p)|sn — sP/2.
t<T

Theorem 3.4. Let Assumption 2.1 hold. For each p> 1, T >0, t > s > s1 > 0,

E sup ’Xfm;rz,u o X£917:vz7u‘p < Clﬂxg o 55'1’p + ’82 o 81|p/2)’
so<t<T

where C4, is independent of u, s, Sn, &.

Proof. The proof is provided for b = 0. The general case does not lead to any additonal
difficulties. Let X} = XV X? = X;*"*". Then

592 p
B sup [X2- X! < 3 ool + 3 E| [ ol X )i,
so<t<t’ 51
t p
+3P7'E sup /(a(s,st,us)—a(s,X;,us))dWS
so<t<t’ |Jsg

Then, using the Burkholder-Davis-Gundy inequality (Theorem 2.2) we obtain

52 p/2
E sup HXt2 — th”p < 3p_1|:1:2 —r|P + 3p_1CpE </ lo(r, Xﬁ,ur)er>

so<t<t’ S1
t
+3771C,E /
S2

/

p/2
lo(s, X2, uy) U(S,X;,us)2d5> .
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Using the assumptions on ¢ and the Jensen inequality we obtain

_ p_ 82
Efng)”th_Xng < 3 Mzg — 1P + c1fse — 512 1/ (1+ X}, us)|”) dr

S1

t/
+coTP’E / X2 — X! |Pdr,

s2

where ¢y, co > 0 are constants independent of sy, 59, 21, T2, u. Let F(t) =E sup || X2 —
so<r<t

X}[P. The above inequality and Theorem 3.1 yield
t
F(t) < 3 Yoy —21|P + calsa — 51 P2 + 04/ F(r)dr,
2

for some positive constants cs, ¢4 that are independent of s, so, u. Moreover, if ||, |z1]| <
R then c3, ¢4 depend on R only but not on specific values of 1 and xs. By the Gronwall
inequality (Lemma 2.2) we have

F(t) < 3p_1|932 —x1|P + c3|s2 — sl\p/2 + cy|s2 — sl\p/2ec4(t_82).
Let C' = max(3P~1, C3, C4€Cl(t_52)). Then

E§3$|!X3—th||p < Cjwa — 1P + |52 — s1/P/?).

O

Theorem 3.1 - 3.4 are important to show the smoothness of value functions arising
in pricing barrier options which appear in non-convex payoff functions.
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