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Abstract 
 

Music genre is a grouping of music based on their style. To group music into certain genres is a long 
and boring task to do manually because one must listen to each song individually and determine which 
genre does this song belong to. This process can be made automatic using classification models like 
Random Forest. The Random Forest model is a mutated version of the decision tree model, where 
Random Forest uses multiple decision trees to get a single result. In this paper the model that will be 
tested is the Random Forest model and XGB Classification model for comparison. The XGB 
Classification model is used to compare because it is similar to the Random Forest model. XGB 
Classification is a mutated decision tree model which uses CART as its tree. The results show that with 
the Random Forest model, an accuracy of 72% is achieved when all audio features are included, and 
with the XGB Classification, an accuracy of 73% is achieved with some audio features dropped. 

  
Keywords: Classification, Decision Tree, Random Forest, Accuracy, XGB Classification   
 
1. Introduction 

Music Genre is a way to categorize or classify music based on the style and features of the music [1]. 

Classifying music based on genre can be done manually by listening to each song individually. But 
doing so will consume a lot of time and effort making it an ineffective method. So, an automatic process 
is required to help classify music [2]. Music Genre Classification have been a problem that has been 
studied by the Music Information Retrieval community. 

There are many classification models that can be used, including Support Vector Machine, K-Nearest 
Neighbor, Decision Tree, and many more. One of the famous models is the K-Nearest Neighbor [2]. 
But for this research, the model that will be used is the Random Forest model which is the mutated 
version of the Decision Tree model. 

Previous research conducted by [3] using decision tree to classify Latin music genre. They used 2 types 
of decision tree model which is the Categoric Attributes and Regression Trees (CART) and the C4.5 
algorithm. By using these models, they only achieved an accuracy between 55% - 62%. 

Another research conducted by [2] uses the Modified K-Nearest Neighbor model to classify music. The 

dataset that was used is the GTZAN dataset. From this research it was concluded that the Modified K-
Nearest Neighbor model was able to classify music with an accuracy of 55.3%. 

Based on both studies, the authors goal is to use the Random Forest model and the XGB Classification 
model to classify music genre since both models are mutated versions of the Decision Tree model [4]–
[6]. The dataset that will be uses is the GTZAN data set based on the research done by [2]. 

 

2. Reseach Methods 

The process of the system will start by analyzing the feature of the audio from the dataset to see which 

features are related. After that the features will be preprocessed. For the first scenario all features will 
be included for training and testing, and for the second scenario some features will be dropped to see 
which model between Random Forest and XGB Classification is more accurate. The flow process of 
the system can be seen in figure 1. 
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Figure 1. Flowchart of music classification system 

2.1 Research Data 

The dataset that will be used is the GTZAN dataset that can be accessed from Kaggle. This dataset 
was made from 2002 and have been used in many researches for music genre recognition (MGR) [7]. 
The dataset consists of 1000 audio that has been grouped into 10 genres with 100 audios each. The 
audios are 30 seconds long. 

2.2 Audio Features 

The audio features that are analyzed will be MFCC, Spectral Centroid, Spectral Bandwidth and Rolloff. 

a. Mel Frequency Cepstrum Coefficient (MFCC) 
Series of short-term power spectrum in an audio file is called MFCC [2]. It is often used for 
speech recognition and speaker identification [8]. 

b. Spectral Centroid 
Spectral centroid is the average of frequencies weighted by amplitude. A higher centroid value 
means a higher brightness of the high frequnecy [2]. 

c. Spectral Bandwidth 
Spectral bandwidth is the width of the frequency band that can be measure from a certain 
number of decibels below the spectral maximum [9]. 

d. Rolloff 
Rolloff is the steepness of a transition from the stop band to the pass band. It is often referred 
as the measurement of the spectral shape of the audio [2]. 

2.3  Classification 

In this research there are 2 models that will be used to classify music genre, and these 2 models are 

both mutated version of the Decision Tree model. 

a. Random Forest Model 

Random Forest is a model that uses multiple decision trees to obtain a single result [10]. This 
model uses bootstrapping, an ensemble learning method, to generate multiple decision trees 
based of the given dataset, and then averaging the result for a prediction/classification [11]. 

b. XGB Classification Model 
The XGB Classification Model is similar to a decision tree model, but the tree that is used are 
CART trees, and each node contains real value scores of whether an instance belongs to a 
group [6]. 
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3. Result and Discussion\ 
In this research there are 2 scenarios for the experiment. The first scenario includes all features to be 
tested, while the second scenario, 3 features will be dropped. 

3.1. Results 

To display the results from the classification, a confusion matrix is used. This will show the precision, 

recall and f-1 score of each genre, which shows how accurate the model is. 

a. Precision 

Precision shows the percentage of correct positive predictions relative to total positive 
predictions. For music classification, precision is an important metric. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (1) 

 
b. Recall 

Recall is the percentage of correct positive predictions relative to total actual positives. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
          (2) 

 
c. F-1Score 

The harmonic mean of precision and recall. The closer it is to 1 means the better the model. 
 

𝐹 − 1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
        (3) 

 
d. Accuracy 

Accuracy shows how many positive predictions are actually positive from the total positive 
predictions. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
         (4) 

The results for the first scenario can be seen in table 1 and 2. 

Table 1. Random Forest (including all features) 

Genre Precision Recall f-1 Score Support 

Blues 0.93 0.61 0.74 23 

Classical 0.83 1.00 0.91 43 

Country 0.74 0.55 0.63 31 

Disco 0.57 0.44 0.50 18 

Hiphop 0.62 0.68 0.65 19 

Jazz 0.65 0.60 0.63 25 

Metal 0.78 0.82 0.80 17 

Pop 0.80 1.00 0.89 32 

Reggae 0.53 0.56 0.55 16 

Rock 0.41 0.44 0.42 16 

     

Accuracy: 0.72 

In table 1 it is shown that the Blues genre achieved the highest precision, meaning that out of all the 
Blues music that the model predicted, only 93% are actually Blues. Out of all the music that are actually 
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Blues, the model only predicted 61% correctly. Resulting with a 74% on the f-1 score, which means that 
this model is not that great for classifying Blues music, but great at classifying Classical music. 

 

Table 2. XGB Classification (including all features) 

Genre Precision Recall f-1 Score Support 

Blues 0.65 0.57 0.60 23 

Classical 0.91 1.00 0.96 43 

Country 0.67 0.52 0.58 31 

Disco 0.50 0.56 0.53 18 

Hiphop 0.63 0.63 0.63 19 

Jazz 0.58 0.56 0.57 25 

Metal 0.82 0.82 0.82 17 

Pop 0.80 1.00 0.89 32 

Reggae 0.67 0.62 0.65 16 

Rock 0.36 0.31 0.33 16 

     

Accuracy: 0.70 

 

In table 2 it is shown that the Classical genre achieved the highest precision and recall, resulting a high 
f-1 score. This shows that the XGB Classification model is accurate in classifying Classical music. 

 
The results for the second scenario can be seen in table 3 and 4. 

Table 3. Random Forest (3 Features Dropped) 

Genre Precision Recall f-1 Score Support 

Blues 0.86 0.52 0.65 23 

Classical 0.86 1.00 0.92 43 

Country 0.65 0.48 0.56 31 

Disco 0.67 0.56 0.61 18 

Hiphop 0.50 0.68 0.58 19 

Jazz 0.65 0.68 0.67 25 

Metal 0.80 0.94 0.86 17 

Pop 0.78 1.00 0.88 32 

Reggae 0.75 0.56 0.64 16 

Rock 0.46 0.38 0.41 16 

     

Accuracy: 0.72 

Table 4. XGB Classification (3 Features Dropped) 

Genre Precision Recall f-1 Score Support 

Blues 0.76 0.57 0.65 23 

Classical 0.88 1.00 0.93 43 

Country 0.68 0.55 0.61 31 

Disco 0.58 0.61 0.59 18 

Hiphop 0.78 0.74 0.76 19 

Jazz 0.65 0.60 0.63 25 

Metal 0.71 0.88 0.79 17 

Pop 0.82 1.00 0.90 32 

Reggae 0.56 0.56 0.56 16 

Rock 0.38 0.31 0.34 16 

     

Accuracy: 0.73 

 
In table 3 and 4 it shows that there are no significant differences showing that even with some 
dropped features, both models perform similarly. 
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3.2. Discussion 

Based on the results that can be seen in tabel 1, 2, 3 and 4, both models have achieved a higher 
accuracy compared to the decision tree model based of the research conducted by [3]. But between 
the random forest model and the XGB Classification model, the random forest model achieved a higher 
accuracy of 72% if all audio features were included, as seen in table 1. But the XGB Classification 
model will achieve a higher accuracy of 73% with some audio features dropped from testing, as seen 
in table 4. It can also be seen that in both models, the Classical genre achieved the highest f-1 score, 
and Rock with the lowest. This shows that both models can classify Classical music with a high 
accuracy, but still struggles in classifying Rock music. 

 

4. Conclusion 

Based on the results of the research, it is shown that the random forest model and the XGB 
Classification model are more accurate compared to the decision tree model. The random forest model 
was able to achieve 72% of accuracy with all audio features in testing, while the XGB Classification 
model was able to achieve 73% of accuracy with some audio features being dropped. In the future, this 
research can be developed by using a newer updated dataset because the GTZAN dataset has been 
made and used from 2002. 
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