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Abstract 
 

The progress of the digital era that is happening today, encourages rapid development in 
technology and science, one of which is in the field of art. Of all performing arts, the art of 
singing is the most complex, which requires a lot of preparation and practice. Everyone has a 
different type of voice. Males generally have three types of voice, namely bass, baritone, and 
tenor, while women generally have three types of voice, namely contralto (alto), mezzo-
soprano, and soprano. However, not everyone knows what kind of voice they have. Therefore, 
this study will focus on classifying the human voice. In this study, the author uses the Harmonic 
Product Spectrum (HPS) and K-Nearest Neighbor (K-NN) algorithms. The data used is in the 
form of primary voice recording data obtained from 258 participants (male and female), where 
each person has 8 sound files, namely do, re, mi, fa, sol, la, si, and do'. saved in .wav format. 
From the research conducted, the test was carried out using the K-NN and K-NN methods with 
Hyperparameters. The results obtained in the form of accuracy of 74% and 81%, so that the 
Harmonic Product Spectrum (HPS) and K-Nearest Neighbor (K-NN) algorithms give good 
results for determining the type of human voice. 

Keywords : Harmonic Product Spectrum, K-Nearest Neighbor, vocal tone detection, vocal type 
classification, vocal range. 

1. Introduction 
The progress of the digital era that is happening today, encourages rapid development of 
technology and science. Technological developments have changed various aspects of 
human life such as social, health, economic, and arts and culture aspects. Aspects of art and 
culture are changing quite rapidly due to technological developments, especially in the field of 
music. Music is a beautiful sound that can be heard. Sounds in music can be sourced from 
tools that are able to make sounds and are sourced from humans[11] 
 
At first music could only be heard directly when the music was played, but with advances in 
technology, music can be heard at any time with the help of recordings. The emergence of 
various songs that match the interests of the community makes people creative by singing 
back songs that are on the rise using their own characteristics but still maintaining the 
originality of the song. 
 
Of all performing arts, the art of singing is the most complex, which requires a lot of 
preparation and practice[8]. Everyone has a different type of voice where each type of voice 
has a different vocal range. Males generally have three types of voices, namely bass, 
baritone, and tenor, while women generally have three types of voices, namely contralto (alto), 
mezzo-soprano, and soprano. 
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The way that can be done to find out the type of voice you have is to compare your voice with 
a musical instrument, generally the musical instrument used is the piano[7]. In addition, the 
way that can be done to find out the type of voice is to do vocal lessons where a vocal coach 
will help find out the type of voice you have[10]. 
 
The suitability of the type of voice and tone with the song is important because if someone 
ignores this, the voice when singing seems discordant or false. This happens because not 
everyone who wants to know the type of voice has a musical instrument or goes through vocal 
lessons so that it becomes an obstacle when singing. With this phenomenon, we need a 
technology that can help detect the type of person's voice without having to use a musical 
instrument or visit a vocal coach. 
 
Detection of musical instrument tones is also carried out on angklung musical instruments 
where the system used obtains optimal results with an accuracy rate of 88.78%[3]. The 
system with the Harmonic Product Spectrum (HPS) algorithm is used to see the basic 
frequency contained in the input signal then the K-Nearest Neighbor (KNN) classification 
method is used to detect and recognize the tone that is being played. The android-based 
guitar tuner application uses the Fast Fourier Transform (FFT) algorithm and the Harmonic 
Product Spectrum (HPS) algorithm. 
 
The guitar tuner application works well and can help in the guitar tuning process[1]. In the 
study of chord and melody detection in fingerstyle wav files using the DWPT and K-NN 
methods, the results obtained are 99.07% for single chord detection, 100% for single note 
detection, and 83.11% average accuracy for detecting 40 fingerstyle music. In this study, the 
K-Nearest Neighbor (KNN) method was used as a classification method. The tones used as 
training data were 355 chord recording data and 125 single tone recording data. The data 
tested in this study were 195 chord recordings, 75 single note recordings, and 8 fingerstyle 
music, each of which was recorded 5 times. 
 
The Harmonic Product Spectrum (HPS) algorithm is proven to be able to be used to determine 
the basic frequency of the tone and the K-Nearest Neighbor (KNN) classification can be used 
to classify sound types based on tone. In the study of music classification based on active 
frequency using the K-Nearest Neighbor (KNN) method can classify music with several 
different genres. The level of accuracy obtained in this study is 70%. Pitch detection using the 
Harmonic Product Spectrum (HPS) algorithm results in sharper harmonics in the spectrum[4]. 
 
Based on the explanation of the problems above, the author intends to conduct research to 
determine the accuracy of vocal tone detection using the Harmonic Product Spectrum (HPS) 
algorithm and determine the type of sound using the K-Nearest Neighbor (KNN) classification. 
The process carried out to detect vocal tones requires sound signal processing. so as to give 
the appropriate results. 
 

2. Research Methods 
2.1  Tone 

A tone is a sound whose frequency has been set. IMC (International Music Council) has 
set the tone a' = 440, which means that the a' tone must vibrate 440 vibrations in 1 second, 
or in other words the a' tone = 440 vibrations per second[11]. 
 

2.2  Voice Type 
There are four main types of voices in humans when singing, soprano and alto (contralto) 
for women, and tenor and bass for men. However, for each type there are subtypes such 
as mezzo-soprano for women, and baritone for In general, soprano and tenor voices have 
a higher range than alto and bass voices. Soprano is the highest voice type in women, with 
the most common subtypes being lyric and mezzo. Both can sing the same range, but lyric 
soprano has a lighter tone, while mezzo notes have a deeper tone. The lowest voice in 
women is (alto) contralto which is divided into two parts, namely the first and second alto. 
The first alto has a lighter tone, while the second alto is heavier[2]. 
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Figure 1 Voice Type 

 
2.3  Frequency 

Sound frequency is the number of vibrations or the number of vibrations that occur per 
second in a sound wave or sound wave. Frequency is also defined as the number of 
changes in pressure per second or frequency per second in units of cycles per second (cls) 
or Hertz (Hz). The nature of sound is determined by its frequency and intensity. 
Based on the frequency, sound or voice is divided into three frequency regions, namely: 
a. Sound frequency between 0 – 20 Hz (Infrasonic Area) This sound frequency, for 
example, is ground vibration, building vibration and car truck. 
b. Sound frequency between 20 – 20,000 Hz (Sonic Frequency/hearing) Ear sensitivity dB 
= 0 occurs at a frequency of 1000 Hz, where the international average threshold value lies 
in the 1000 Hz area. 
c. Sound frequency above 20,000 Hz (Ultrasonic Area) 16 In the medical field, this 

frequency functions in determining 3 things, namely: treatment, destruction/destructive and 
diagnosis. This is because the high frequency has a fairly large network penetration power. 

 
Figure 2 Grand Piano Frequency 

 

2.4  Fast Fourier Transform (FFT) 
Fast Fourier Transform (FFT) is a Fourier transform algorithm developed from the Discrete 
Fourier Transform (DFT) algorithm. The Fast Fourier Transform algorithm is very efficient 
in calculating the DFT coefficient and can reduce the enormous computational complexity. 
FFT is a method that converts signals from time domain to frequency domain. By using this 
FFT method, the computation rate of the Fourier transform calculation can be increased. 
The formula of the FFT method can be defined as follows in equation (1). 

𝑋[𝑘] = ∑𝑁𝑛=-11 𝑥(𝑛)𝑊𝑁𝑘𝑛       (1) 
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2.5  Harmonic Product Spectrum (HPS) 
Harmonic Product Spectrum (HPS) algorithm is an algorithm to determine the tone in the 
frequency domain[6]. This algorithm is also a pitch detection algorithm based on Fourier 
transform. This algorithm also takes advantage of the tendency of pitched musical signals 
to show strong harmonic structures. The algorithm works by down-sampling spectra and 
multiplying spectra[9]. Fast Fourier Transform (FFT) algorithm is used to represent signals 
in spectral form. If the input signal is a musical note, then its spectrum must consist of a 
series of peaks corresponding to the fundamental frequency with harmonic components. 
The downsampling process is the process of compressing the spectrum to get the 
fundamental frequency of the signal. 

 
Figure 3 Harmonic Product Spectrum 

 

2.6  K-Nearest Neighbor (K-NN) 
K-Nearest Neighbor (KNN) algorithm is a method for classifying objects based on the 
learning data that is closest to the object[5]. This method is widely used in the field of 
pattern recognition. K-Nearest Neighbor classification is based on comparing the given test 
data with similar training data. The training data is described by n attributes. Each data 
represents a point in the n-dimensional space. In this way, all training data will be stored in 
the n-dimensional pattern space. When given unrecognized data, the K-Nearest Neighbor 
classification will look for a pattern space for the k training data closest to the unknown test 
data. This method has a way of working that is to find the closest distance from the value to 
be evaluated with its nearest neighbor in a data. At the classification stage, the same 
features will be calculated to perform data testing. The distance from the new vector to the 
entire training sample vector will be calculated and the closest number of k pieces will be 
taken. 

 
Figure 4 K-Nearest Neighbor 

 
 

2.7  Python 

Python is a multipurpose interpretive programming language. Unlike other languages which 
are difficult to read and understand, python places more emphasis on code readability to 
make it easier to understand syntax. This makes Python very easy to learn both for 
beginners and for those who have mastered other programming languages. 



Jurnal Elektronik Ilmu Komputer Udayana                                                     p-ISSN: 2301-5373 
Volume 10, No 3. February 2022                               e-ISSN: 2654-5101 

 
 

255 

 

This language first appeared in 1991, designed by a person named Guido van Rossum. 
Until now Python is still being developed by the Python Software Foundation. Python 
language supports almost all operating systems, even for the Linux operating system, 
almost all distributions already include Python in it. 
 

2.8  Data 
The data used in this study is primary data. Data was obtained by recording the tones of 
258 participants (male and female) recorded in .wav format. The audio format .wav or 
waveform is used because the sound data in this format has not been compressed so that 
it can be said that the waveform file is a raw file or pure data from recorded sound. In this 
study, the tone used is a single basic tone. Each note that is sung is a single basic note 
(do, re, mi, fa, sol, la, si, and high do). One participant has 8 files that will be used as 
system input. The training data and test data used in this study were divided into 70% and 
30% of the total data. 
 

2.9  Flowchart 
The inputted data will go through several stages. The recording file is a file in .wav format. 
Then it will enter the preprocessing stage to equalize the input signal. At this stage consists 
of windowing and FFT. Then it converts the signal in the time domain into the frequency 
domain. Harmonic Product Spectrum (HPS) algorithm is then used to remove harmonic 
frequencies from the sound signal. Then the classification stage uses the K-Nearest 
Neighbor (KNN) method to determine the type of sound. 
 

 
Figure 5 Flowchart System 

2.10 System Design 
At this stage the system created will be represented by a design or description including 
interface representation and coding procedures. This stage is also included in the 
representation of the appearance of the software that will be made. The system interface 
used in this study uses the desktop-based Python programming language using the PyQt5 
framework. The system created has two pages, namely the front page and the 
classification page. 
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Figure 6 System GUI 

Figure 6 is the front page of this system. This page is the initial display when the user starts 
the system. On this display there is a label and a “START” button. When the “START” 
button is clicked, the user will be directed to the next page, namely the classification page. 
 

 
Figure 7 System GUI (1) 

Figure 7 is this system’s classification page. This classification page is used to classify 
sound types based on files that have been inputted by the user. On this page there are 
buttons used to enter sound files, namely “Do”, “Re”, “Mi”, “Fa”, “Sol”, “La”, “Si”, and “Do'”. 
Then there is also the "CLASSIFICATION" button which is used to carry out the process of 
classifying the type of sound. The results obtained will be displayed in LineEdit. 
 

3. Result and Discussion 
3.1 Analysis of the effect of the value of k on accuracy. 

The value of k in the K-Nearest Neighbor classification is the number of nearest neighbors 
used to determine the class of a data. The optimal value of k will increase the accuracy of 
the system. k = 2 to k = 23 will find the most optimal value to be used in the system. The 
amount of training data used is 180 data and the amount of test data used is 77 data with 
features, namely do, re, mi, fa, sol, la, si and do'. 
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Figure 8 Optimal k Value 

From figure 8, it can be seen that the k value with the highest accuracy lies in the k value 
between 12 to 22 and is at a stable accuracy of 73% and 74%. 

3.2 Analysis of the effect of the value of k using hyperparametertuning on accuracy. 
The value of k in the K-Nearest Neighbor classification is the number of nearest neighbors 
used to determine the class of a data. The optimal value of k will increase the accuracy of 
the system. k = 2 to k = 23 will find the most optimal value to be used in the system. The 
amount of training data used is 180 data and the amount of test data used is 77 data with 
features, namely do, re, mi, fa, sol, la, si and do'. The optimal k value in the second way is 
with the K-NN Hyperparameter, where this Hyperparameter serves to increase the 
accuracy of the system to be made. The parameters used are leaf_size, p, and 
n_neighbor. 

 
Figure 9 The best p value of K-NN Hyperparameter Tuning 

From figure 9 we can determine that the best p value is p = 1 with an accuracy of 76%. 
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Figure 10 Best k value K-NN Hyperparameter Tuning 

From figure 10 we can determine that the best k value is k=10 with an accuracy of 71%. 

 
Figure 11 Best leafsize value for K-NN Hyperparameter Tuning 

From figure 11, it can be seen that the best leafsize value is leafsize = 6 with an accuracy 
of 74%. 

The three parameters are searched for the best for the system by combining all the 
possible parameters used. The results obtained from K-NN using this hyperparameter are 
leaf_size=6, p=1, and n_neighbors=10. The K-NN model uses Hyperparameter Tuning with 
parameters leaf_size=6, p=1, and n_neighbors=10 resulting in an accuracy of 81%, so this 
K-NN model will be used in the system to classify the type of human voice. 

Based on the analysis carried out, it can be seen that the K-NN model with 
Hyperparameter Tuning with parameters leaf_size=6, p=1, and n_neighbors=10 each has 
the highest accuracy. The test will be carried out using a confusion matrix. The test was 
carried out using a dataset of 258 audio files with the distribution of the training data as 
much as 180 data and the number of testing data as 77 data. This test is carried out using 
the parameters leaf_size=6, p=1, and n_neighbors=10. 
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Figure 12 System Result 

Figure 12 is a classification page display with the files that have been entered and the 
results that have been displayed. In the picture, it can be seen that the result of the 
classification is SOPRANO, which means that the person has a SOPRANO type of voice. 

 
4. Conclusion 
From the implementation of the research that has been done and the results that have been 
obtained, the following conclusions can be drawn. 
1. From the results of the research conducted, the K-Nearest Neighbor method can be used to 
classify the types of human voice well. 
2. The accuracy obtained in classifying the type of sound using K-Nearest Neighbor is 74% 
with an optimal k value of k above 12 and the accuracy of K-Nearest Neighbor classification 
using Hyperparameter Tuning is 81% with the parameter used, namely leaf_size=6 , p=1, and 
n_neighbors=10. 
3. The composition and amount of training data used greatly affect the accuracy of the system, 
with the amount of valid training data increasing the tendency of accuracy. 
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