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Abstract 
 

Coffee is a beverage highly appreciated in all around the world due to its natural product with 
varied aromas and tastes. The cupping score is a score for a coffee quality graded with an 
expert called Q grader. The cupping score will decide if a coffee may be called as specialty 
coffee. In this research, the cupping score will be predicted by the coffee properties and did not 
involve the Q grader for giving the score. The prediction of the score is obtained by using the 
GRNN method. The experiment consists of finding when the MAE and the MSE are converged 
and find the neuron's best number. The model's performance is measured with MSE and MAE 
with the best MSE value of 0.097 and MAE value 0.245. 
 

  
Keywords: GRNN, Specialty Coffee, Coffee Cupping Score, Neural Network, Quality Prediction 
  
 
1. Introduction 

Coffee is a beverage highly appreciated in all around the world due to its natural product with 
varied aromas and tastes [1]. The consumption of Arabica and Robusta coffee is increasing 
thoughout the years [2]. Indonesia is one of the top country in exporting igh variety Arabica 
coffee from different origins [2]. There are two types of previously mentioned coffee species, 
namely Robusta and Arabica. Arabica coffee consists of many varieties, including Bourbon, 
Typica, Paca, Pache, Caturra, Pacamara, Java, Ruiru, Geisha, and others [3]. To determine the 
quality of a coffee, an expert called Q grader must assess the quality of coffee based on the 
cupping score [1]. The aspects assessed in the evaluation include aroma, flavor, aftertaste, 
acidity, body, balance, uniformity, clean cup, sweetness, overall, defects, and total cup points 
[4]. Based on the total cup points value, the quality of coffee with a value above 80 may be 
called specialty coffee [4]. 

Several attempts have been made to predict the score of coffee quality. There is a study 
conducted to predict quality values based on aroma analysis and chemometrics using a solid-
phase microextraction (SPME) device and CG-FID parameters [5]. A study predicts quality 
values based on near-infrared spectra of green coffee beans [4]. In this study, the prediction of 
the quality value will be carried out, but using data on characteristics, varieties, and processing 
methods of coffee beans. The predicted value is the total cup points value using the general 
regression neural network (GRNN) method. 

General regression neural network is a neural network method that predicts an output value 
based on the value that is used as input. If the variable to be estimated connects the output 
variable with the input variable, this method can model a process or system [6]. GRNN is a 
radial base network model that is usually used to approach a function [7]. The GRNN operation 
basis is essentially based on non-linear regression (kernel), where the estimate of the output 
expected value is determined by the set of inputs [8]. 

In this study, GRNN will be used to predict the total cup point value, and input into the GRNN 
model is country of origin, variety, processing method, humidity, category one defects, color, 
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category two defects, and altitude of the plantation. The dataset is obtained from the Kaggle 
website in the form of an assessment of coffee and its properties. The output produced from 
GRNN is the prediction of the total cup points, where this value determines whether a coffee 
product can be considered specialty coffee. Evaluation of model performance is measured 
using the mean square error (MSE) and the mean average error (MAE) measures. Experiments 
were carried out by finding the number of epochs and the number of neurons in the pattern 
layer, which resulted in the smallest MSE and MAE values from the GRNN results. 

 
2. Research Methods 

The research was conducted in several steps starting from data input, data preprocessing, 
training the GRNN model, and evaluating the GRNN model, which results in the measurement 
of MSE and MAE. The following is the research flowchart: 

 

Figure 1. Research flowchart 

2.1. Dataset 

The dataset used is the arabica coffee data titled "Coffee Quality database from CQI: A 
scrapped database from Coffee Quality Institute," which is obtained from the Kaggle website. 
The data obtained is still in the form of raw data containing attributes such as company, mill, 
farm name, and the others. The features used as input are the country of origin, variety, 
processing method, moisture, category one defects, color, category two defects, and the 
plantation's altitude. These attributes were chosen according to the characteristics, varieties, 
and processing methods because these attributes were considered to describe the quality of the 
coffee beans. Data in the form of categorical data is converted into numbers to be used as input 
into the model. Numeric data are normalized by min-max normalization. 

2.2. Artificial Neural Network 

An artificial neural network is an information processing system that mimics humans' biological 
neural networks [9]. The artificial neural network inputs are fed to the model in one or more 
hidden layers [9]. They are weighted and processed to decide the output in the next layer [9]. 
Artificial neural networks have been used in a wide variety of application domains, and their 
applications are useful in various fields [9]. In this study, GRNN is used to predict the total cup 
point value from the given data in the food sector. 
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2.3. General Regression Neural Network 

GRNN is a development result of an artificial neural network. GRNN was initially developed by 
Specht [8]. GRNN is a model that can predict continuous outputs and fast in the training 
process [10]. Here is the architecture from GRNN. 

 

Figure 2. GRNN architecture 

Assume the input vector x of p is independent, the random variable is used to predict the 
variable y [6]. GRNN is based on a non-linear regression theory which is formulated as follows: 

 

𝐸[𝑦|𝑋] =
∫ 𝑦.𝑓(𝑋,𝑦)𝑑𝑦

∞
−∞

∫ 𝑓(𝑋,𝑦)𝑑𝑦
∞
−∞

        (1) 

Where y is the output predicted by GRNN, while X is the input vector (x1, x2, ..., xp) which 
consists of p variables [11], E [y | X] is the expected value of the output y given the input vector 
X, and f (X, y) is the joint probability density function of X and y [11]. 

GRNN architecture consists of 4 layers [11]. The first layer is input with eight neurons. The 
second layer is the pattern layer. The third layer is the summation layer. Moreover, the last one 
is the output layer with one neuron. The gaussian activation function is used for the pattern 
layer in the neural network model. The equation for the gaussian activation function [12] is as 
follows: 

𝑌(𝑋) = exp(−(𝑋)2)        (2) 

Where X is the input vector of data. This equation will be used as an activation function in the 
neural network at the pattern layer. After training the neural network model, testing is carried out 
by providing test data input of 20 percent of the total dataset. Model performance is measured 
by mean square error and mean absolute error. MSE calculation equation is as follows: 

𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑋𝑖 − 𝑌𝑖)

2
𝑖         (3) 

MAE calculation equation is as follows: 

𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑋𝑖 − 𝑌𝑖|𝑖         (4) 
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Where Xi is the original data, and Yi is the prediction result of the model. The lowest MSE and 
MAE values are the configuration of the number of epochs and the best number of neurons in 
the pattern layer as predictors of output.  

3. Result and Discussion 

The GRNN method is implemented using the Keras library, a library that runs on the 
TensorFlow machine learning platform. The GRNN architecture used is as follows: 

a. First layer: input layer with eight numbers of neurons 
b. Second layer: a pattern layer with neurons that were varied during the experiment, 

namely eight neurons and 16 neurons with a Gaussian activation function 
c. Third layer: summation layer with two numbers of neurons 
d. Fourth layer: output layer with one neuron 

After doing the first experiment with the 100 epochs, we plotted the MSE and MAE changes for 
each epoch and looked for which epoch MSE and MAE values began to converge. The 
following is a plot of the changes in MSE and MAE in each epoch. 

 

Figure 3. MSE and MAE value change by epoch with eight neurons in the pattern layer (left) 

and 16 neurons in the pattern layer (right) 

Figure 3 shows that the MSE and MAE values when eight neurons are used, the value started 
to converge around the 40th epoch when the eight neurons are used. When 16 neurons are 
used, the value started to converge around the 25th epoch. This shows that the model's speed 
in learning the data is influenced by the number of neurons used. MSE and MAE value that 
converge earlier means the model has better training performance. The results of MSE and 
MAE values for each variation in the number of neurons and the number of epochs are as 
follows: 

Table 1. MSE and MAE result 

Pattern Layer Node Epoch MAE MSE 

8 45 0.342 0.199 
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8 100 0.270 0.115 

16 45 0.294 0.154 

16 100 0.245 0.097 

 

Table 1 shows the lowest MAE and MSE values in the variation is in the 16 neurons and 100 
epochs. The difference between the results is not too significant, so for the training process, the 
number of epoch 45 is enough to give results that are not too different from epoch 100. 
 
4. Conclusion 

The total cup point in the cupping score must be made with the Q grader coffee expert. So in 
this research, those scores are predicted without involving the Q grader and predict the score 
by coffee characteristics and variety data. The prediction is resulting in state-of-the-art 
performance using the GRNN model. The result of the method used is measured with an MSE 
and MAE value with the best configuration of pattern layer neurons and the number of epochs. 
The best configuration is 16 neurons with 100 epochs resulting in MAE 0.245 and MSE 0.097. 
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