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Abstract 

Contract workers are needed for the success of the company, the success of a company is 
determined by the performance of the contract workers. Performance appraisal / work 
performance is a way to measure the contribution made. In terms of its benefits for the 
organization, performance appraisal in an organization is a very important program to implement 
in order to determine the achievement of work goals for each individual employee. Udayana 
University also recruits contract workers to support the tri dharma higher education activities, but 
no evaluation has been carried out regarding the performance carried out by contract workers at 
Udayana University. One way to do an evaluation is using cluster analysis with the K-Means 
method. The results showed that the k-means method can group the data of contract workers into 
5 clusters with a Silhoutte value of 0.590 and a dunn index of 0.268. The SAW method cluster 
labeling has an accuracy rate of 84%. 
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1. Introduction 

The role of employees as human resources is needed to determine the success of a company. 
Employees or human capital are very important because they can generate additional value for 
the company, so the role and function of an employee is to help smooth productivity and maximize 
performance and use time effectively. Today, many large companies hire outsourcing services 
for the process of recruiting new workers. The benefit of labor recruitment through outsourcing is 
the company can reduce operating costs and increase the efficiency of the company. Outsourcing 
is the delegation of daily activities and management of a business process to outside parties 
(outsourcing service providers) [1]. Of course, using contract workers requires an evaluation of 
the performance of contract workers. 

Performance appraisal / work performance is a way to measure the contribution made. In terms 
of its benefits to the organization, work performance appraisal in an organization is a very 
important program implemented in order to determine the achievement of work goals for each 
individual employee. Evaluation of contract labor is needed to analyze attendance, expertise or 
skills, workload, work performance of the contract labor. So that it can be a reference for extending 
the contract or not. 

Udayana University, which as known as Unud, is the largest State University in Bali Province 
which is under the Director General of Technology Research and Higher Education, an institution 
of the Ministry of Research, Technology and Higher Education. Udayana University was founded 
on August 17, 1962 based on the Decree of the Minister of Higher Education and Science, 
Number 104 of 1962, dated August 9, 1962, then stipulated by the Presidential Decree of the 
Republic of Indonesia Number 18 of 1963, dated January 13, 1963. Udayana University also 
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recruits contract workers to support the tri dharma higher education activities carried out at 
Udayana University, but no evaluation has been carried out regarding the performance carried 
out by contract workers at Udayana University. 

One way to do evaluation is by grouping the data. K-Means Clustering is a method used 
to classify data. The K-Means Algorythm is chosen because it has high enough accuracy to the 
size of the object, so that this algorithm is relatively more scalable and efficient for processing 
large numbers of objects. In addition, the K-Means algorithm is not affected by the order of objects 
[2].  

Based on the research that has been presented above, the researcher wants to conduct research 
on the evaluation of contract workers using cluster analysis. The criteria used based on the 
Rector's Regulation Number 464/2015 are calculation points of SKP, value of attendance, and 
value of behavior. 

In previous research, Lili Tanti conducted research on the selection of outstanding contract 
workers based on performance evaluation using the SAW method. The parameters used in this 
study are the parameters of the assessment criteria, namely work discipline, administrative 
discipline, reliability, personal maturity and integrity, morale, communication and cooperation, 
persistence and work principles, quantity of work results, quality of work results and care for the 
organization using the method that can produce analysis and information that is accurate and fast 
to assist management in making decisions [3]. Edgar Aryo conducts research on the performance 
appraisal decision support system of contract employees at the library and archive of Semarang 
city. In this study using the SAW method to assess the performance of contract employees [4].  

Desy Rahmawati conducted a research on cluster analysis using k-means algorithm and fuzzy c-
means clustering for corporate bond data grouping. The coupon rate, yield, and rating of each 
company is more appropriate to use the K-Means method because it has a smaller Sw / Sb ratio 
value compared to the Fuzzy C-Means method, namely 0.6651. The results of grouping corporate 
bond data according to coupon rate, yield, and rating variables using the K-Means method show 
that cluster 7 is the best cluster because cluster 7 contains bonds with AA + and AAA ratings with 
not too long time to maturity. [5] In Parlina also makes use of the K-means algorithm in 
determining eligible contract workers to attend the assessment center for the Staff Development 
Program (SDP) clustering program. In this study the authors applied the K-Means Clustering 
algorithm for grouping SDP Program data at PT. Bank Syariah. The results of this grouping were 
obtained by three groups, namely the Passing, Nearly Passing and Not Passing groups. There is 
a cluster center with Cluster-1 = 8; 66; 13, Cluster-2 = 10; 71; 14 and Cluster-3 = 7; 60; 12. The 
center of the cluster is obtained from several iterations so as to produce an optimal cluster center 
[6].  

 
2. Research Methodology 

This research is divided into several stages including: data collection, data selection, data 
clustering, cluster results, testing. First step of this research is collecting data. Next is the data 
selection stage. Then proceed to data clustering using the K-means algorithm. After the clustering 
process is carried out, the results of the cluster are obtained and enter the final stage, namely the 
testing phase. 

Mulai
Pengumpulan 

data
Seleksi data

Clustering data

Hasil ClusterPengujianSelesai

  

Figure 1. Research Flowchart 
 
2.1 Data collection 
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The data source in this study is secondary data, while the data collection process was carried out 
at Udayana University by utilizing the remuneration data for education personnel at Udayana 
University in 2017. The data is divided into two data, namely data on educational workforce 
targets and data on attendance, attitudes & behavior. 

2.2     Data Selection  

Data selection is selecting data to be used in the k-means algorithm process. The objective of 
data selection is to create a target data set, select a data set, or focus on a subset of variables or 
data samples, where the findings will be made [7].  

2.3 Data Clustering 

Data clustering is the process of grouping a set of physical or abstract objects into classes that 
have similarities [8]. In data clustering, the K-means algorithm is used. 

2.3.1 K-Means  

According to MacQueen JB [9], here are the steps of the K-Means algorithm:Determine how 
many k-clusters you want to form 

a. Generating k-cluster random value for the initial cluster center (centroid). 
b. Calculating the distance of each input data to each centroid using the distance formula 

(Eucledian Distance) to find the closest distance from each data to the centroid. The 
following is the Eucledian Distance equation :  

d (xi , 𝜇i) = √(xi  −  𝜇i) 2      (1) 
c. Classify each data based on its proximity to the centroid (smallest distance).  
d. Update the centroid value. The new centroid value is obtained from the average cluster 

in question using the formula :   
Ck =  1 𝑛𝑘 ∑ 𝑑i       (2) 

Where: 
nk = amount of data in the cluster 
di = the number of distance values entered in each cluster 

e. Repeating from steps 2 to 5 until the members of each cluster have not changed. 
f. If step 6 has been fulfilled, then the average value of the cluster center (μj) in the last 

iteration will be used as a parameter to determine the data classification. 

2.3.2 Silhouette Index 

Silhouette analysis can be used to validate the K-Means algorithm. This is done by looking at the 
s value of the calculation using the MatLab software. The results of the calculation of the silhouette 
coefficient value can vary from -1 to 1. If si = 1 means that object i is already in the right cluster. 
If the value of si = 0 then object i is between the two clusters so that it is not clear that the object 
must be entered into cluster A or cluster B. in another cluster[10]. 

𝑆𝑗
𝑖  =  

𝑏𝑗
𝑖  − 𝑎𝑖

𝑗

𝑚𝑎𝑥 {𝑎𝑖
𝑗

 ,   𝑏𝑖
𝑗

}
        (3) 

2.3.3 Dunn Index 

Dunn index has the premise that a good cluster is one that has a small diameter and a large 
distance from other clusters [11]. 

{

min
1≤𝑖≤𝑘

  𝑖+1≤𝑗≤𝑞

(𝑑(𝐶𝑖,𝐶𝑗))

max
1≤𝑙≤𝑞

𝑑(𝐶𝑙)
}        (4) 

With : 

𝑑(𝐶𝑖, 𝐶𝑗) = min
𝑖∈𝐶𝑖,𝑗∈𝐶𝑗

𝑑𝑖𝑗       (5) 

𝑑(𝐶𝑙) = max
𝑖,𝑗∈𝐶𝑙

𝑑𝑖𝑗        (6) 

where DU: Dunn Index, q: number of clusters, d(𝐶𝑖, 𝐶𝑗): squared euclidean distance between 

object pairs in cluster 𝑖 and cluster 𝑗 (intercluster distance), 𝑑(𝐶𝑙): squared euclidean distance 
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between members in cluster 𝑙 (intracluster distance), 𝑑𝑖𝑗: the squared euclidean distance between 

object i and object 𝑗. 

2.3.4 Purity 

Purity (purity) of a cluster is represented as a member of the cluster that most fits (fits) in a class. 
Purity can be calculated by the following formula [12]: 

Purity (j)  = 
1

𝑛𝑗
 max (nij)        (7) 

The total value of Purity can be calculated with the following formula :  

Purity = ∑
𝑛𝑗

𝑛
 

𝑗

𝑖=0
Purity (j)       (8) 

2.3.5. Simple Additive Weighting (SAW) 

The Simple Additive Weighting (SAW) method according to Kusumadewi, the SAW method is a 
weighted addition method. The basic concept of the SAW method is to find the weighted sum of 
the performance ratings for each alternative on all attributes. [8]  

𝑅𝑖𝑗 = {

𝑋𝑖𝑗

𝑀𝐴𝑋𝑖𝑋𝑖𝑗
 i𝑓 𝐽 𝑖𝑠 𝑎𝑡𝑟𝑟𝑖𝑏𝑢𝑡𝑒 𝑎𝑑𝑣𝑎𝑛𝑡𝑎𝑔𝑒 (𝑏𝑒𝑛𝑒𝑓𝑖𝑡) 

𝑀𝐼𝑁𝑖𝑋𝑖𝑗

𝑋𝑖𝑗
  𝑖𝑓 𝐽 𝑖𝑠 𝑎𝑡𝑟𝑟𝑖𝑏𝑢𝑡𝑒 𝑐𝑜𝑠𝑡 (𝑐𝑜𝑠𝑡)                

    (9)  

Description of each criterion: 
Rij: normalized performance rating value. 
Xij: the attribute value that belongs to 
Max Xij: the largest value of each criterion. 
Min Xij: the smallest value of each criterion. 
Benefit: if the greatest value is the best 
Cost: if the smallest value is best 
The final result is obtained from the ranking process, namely the addition and multiplication of the 
normalized matrix R with the weight vector so that the largest value is chosen as the best 
alternative as a solution. 

Vi = ∑ WjRij 𝑛
𝑗=1         (10) 

Information: 
Vi: ranking for each alternative. 
Wj: the weighted value of each criterion. 

2.4 Implementation of Cluster Results 

After collecting the data, the remuneration data is then grouped using the clustering method. The 
clustering method used is the K-Means method. Clustering consists of 3 stages, namely, the 
cluster process, determining the performance test, analyzing the cluster results. Input from this 
process is data that has been selected in the process and the output is in the form of grouped 
data. 

2.5 Testing 

2.5.1 Internal Testing Phase Based on Dunn Index, Silhoutte Index and Iteration 

At this stage, the results of clustering will be tested for the performance of 30 experiments with 
an internal test method using the Dunn Index and Silhoutte Index calculations. If the dunn index 
value is high, the results are good while the Silhoutte Index determines how well an object is 
placed in a cluster, while for the number of iterations the minimum number is needed to achieve 
convergent conditions will be sought. The best cluster results will be used in this study. 

2.5.2 External Testing Phase Based on Purity Test 

External testing is done by using the purity test to determine if the cluster is said to be pure if all 
objects with the same class are in the same cluster. At this stage, the test will be carried out by 
comparing the labels made by the system with the labels given by the HR expert at Udayana 
University 
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3. Results and Discussion 
3.1 Data Selection  

In this study, the data obtained were then selected the appropriate data for calculation. The 
discarded data is data that is less relevant to the research. The Unused data in this research is 
data whose variable values are not defined as in the example in table 1.From the spreadsheet 
data obtained, the determination of the variables used for the calculation process based on Rector 
Regulation Number 464/2015 is the calculation points for Job Objectives, attendance values, and 
behavior value 

Table 1. Data is not used in the research 

NIP NAME 
WORK GOAL 

VALUE 
ATTENDANCE 

VALUE 
VALUE OF 
CONDUCT 

NIP009 Tendik009 168 22,38166667 N/A 

NIP012 Tendik012 168 40,17166667 N/A 

NIP014 Tendik014 168 11,97166667 N/A 

NIP015 Tendik015 168 100 N/A 

NIP028 Tendik028 139,03 94,13833333 N/A 

NIP029 Tendik029 168 50,86833333 N/A 

 
3.2 Clustering process 

At this stage, the tool used for the clustering process using the k-means data contractor method 
is matlab. Contract labor data will be grouped into 5 clusters with labels that have been determined 
by the author. The labels used in this study are very good, good, fair, bad and very bad. 
Determination of the initial cluster centroid will be determined randomly using the random function 
in the matlab tool. So it takes repeated trials to find the best results. In this research, testing 
experiments will be carried out 30 times. This is in line with research conducted [13] ] in conducting 
student data clustering, 30 repetition experiments were carried out. Research conducted [14] ] 
states that one of the weaknesses of the k-means method is the determination of the initial 
centroid randomly so that the results of the clusters that are formed are not necessarily optimal 
so it is necessary to repeat the test to determine the optimal cluster. Figure 2 shows the results 
of the cluster formed from 269 data on contract employees at Udayana University.  

 

Figure 2. Results of the cluster of contract workers 
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3.3 Testing  

The testing phase is carried out in two stages, those are internal test using the Dunn index and 
Silhouette Index methods. The external test was carried out using the purity method using a 
comparison table from the expert in the HR division of Udayana University. 

3.3.1. Internal Test 

Figure 3. Is a graph of the results of internal testing carried out 30 times. Based on the 
experiments conducted experiments 11 and 26 have a Silhoutte value of 0.590 and a dunn value 
of 0.268 this value is the largest compared to other experiments. Figure 4 shows the iterations 
required in the iteration of cluster formation to achieve convergent conditions. Of the 30 
experiments conducted, the 21st and 30th experiments have the smallest iteration value. This 
shows that the number of repetitions of cluster formation is to achieve a convergent condition. 
This experiment was faster than the other experiments, but the Silhoutte and Dunn Index values 
in experiments 21 and 30 were not better than trials 11 and 26. 

From the results of the tests conducted, it can be concluded that the 26th experiment has the best 
results from other experiments, the results of the 26th experiment have the best Silhoutte and 
Dunn index values and the iteration value is not too bad compared to other experiments. 

 

Figure 3. SI and DI test results 

 

Figure 4. Iteration Test Results 

3.3.2. External test 
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The purity method is used to measure the purity level of a cluster. Cluster is said to be pure (pure) 
all objects with the same class are in the same cluster. The higher the purity value the better the 
cluster quality. 

Table 2. Purity Test 

  Amount Very Bad Bad Enough Well Very Good Purity 

Cluster 1 38 6 18 14 0 0 18 

Cluster 2 104 0 0 0 7 97 97 

Cluster 3 21 21 0 0 0 0 21 

Cluster 4 24 0 0 0 11 13 13 

Cluster 5 82 0 0 6 76 0 76 

Total 269   84% 

 

Table 2 shows the calculation results obtained with a purity value of 0.84 or 84%. The results 
obtained show that the accuracy value with the purity test is good because the purity value is 
close to 1. This shows that the label made by the system with the label given by the expert has a 
good level of accuracy. 

3.4 Cluster results 

At the data clustering stage, it will be implemented using matlab. The implementation used 269 
data. The clustering stage was carried out as many as 30 experiments. The following graph is 
generated from the clustering process 

 

Figure 5. K-means clustering results 

Based on Figure 5, 14% of the personnel who enter cluster 1 (38 people), cluster 2 have the most 
members which consists of 39% (104 people), cluster 3 has the lowest members as much as 8% 
(21 people), cluster 4 as many as 9% (21 people) and cluster 5 as many as 30% (82 people) 

3.5 Cluster Labeling Process 

In determining ranking, the criteria that will be used as a reference in making decisions are work 
targets, attendance and behavior. At this stage the data will be implemented using matlab. The 
results of the ranking are as follows: 

Table 3. Cluster Ranking 
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Works 
Goals 

Presence Conduct 
SAW 

Result 
RANK Information 

Cluster 1 89.67 70.16 76.99 0.8072 4 Bad 

Cluster 2 164.70 90.52 88.28 0.9984 1 Very Good 

Cluster 3 29.63 65.93 73.54 0.7182 5 Very Bad 

Cluster 4 162.64 53.63 88.22 0.9356 3 Enough 

Cluster 5 140.11 91.48 87.97 0.9751 2 Well 

Based on table 3, it can be seen that work targets are very well achieved by contract workers who 
are located in cluster 2 where when viewed from the work target value, behavior has the highest 
value. Although the value of the presence of contract workers who are located in cluster 5 is the 
highest, but cluster 5 gets a good rating, this is because the work target value and behavior are 
lower than cluster 2 and cluster 4.Contractors who are located in cluster 4 get a sufficient rating 
even though the work target value and behavior is greater than cluster 5, this is due to the small 
presence of contract workers in cluster 5 so that it affects the SAW results obtained, contract 
workers located in cluster 4 get a bad predicate and contract workers located in cluster 3 get a 
very bad predicate very low work target values and the lowest behavior scores among other 
clusters 

3.6 Analysis of Cluster Visualization With Box and Whisker 

This box and whisker graph is used to show the range of variable values for each cluster. A box 
and whisker graph for the work target variables is shown in Figure 5. 

 

Figure 5. Box and whisker visualization of work target variables 

In Figure 5, it can be seen that the box clusters 1 and 3 have a lower position than boxes 2, 4, 5, 
this shows that members of clusters 1 and 3 have lower values than clusters 2, 4, 5 so that 
evaluation of the target values can be carried out. contract workers in the cluster. A box and 
whisker graph for the presence variable is shown in Figure 6. 
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Figure 6. Visualization of the box and whisker variable presence 

In Figure 6, it can be seen that the box cluster 4 is the lowest compared to other clusters, so it is 
necessary to evaluate in terms of attendance for cluster members 4, clusters 1 and 3 have 
members with high attendance values but low attendance values for members of this cluster. So 
that there can be an evaluation of attendance in clusters 1 and 3 to maximize the value of the 
cluster. A box and whisker graph for the behavior variables is shown in Figure 7 

 

Figure 7. Visualization of the box and whisker variable behavior 

In Figure 7 it can be seen that members of cluster 3 have a lower box and whisker than other 
clusters so that evaluation can be carried out in terms of behavior assessment of cluster members 
3.In clusters 1, 2, 4, 5, it is found that data is outliers so it is necessary to do more research. 
further related to data deletion - data is outliers 

4. Conclusion  

Based on the research, the evaluation of outsourcing personnel with cluster analysis can be 
concluded as follows: 

a. The K-Means method can group contract labor data into 5 clusters with a Silhoutte value 
of 0.590 and a dunn value of 0.268 

b. Based on the purity test, cluster labeling using the SAW method has an accuracy rate of 
84%  
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c. Because the initial centroid of the cluster is randomly assigned, repeated trials are 
required to determine the best results. 4. Based on the analysis with box and whisker 
charts, it is found that some outliers are found. 

d. Based on the analysis with box and whisker charts, it is found that some outliers are 
found.  
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