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Abstract 
 

Classification is a technique for designing functions based on observations of attributes in a data 
so that data can be mapped that do not have a class which in this study can be called genres, 
into data that has been classified according to the given rules. In this research, music 
classification is conducted to determine whether the class or genre of music is pop or RnB 
(Rhythm and Blues) by using MFCC as the feature extraction method and K-NN as the 
classification method. The test results in this study obtained an accuracy of 77.5% with an optimal 
value of k = 31 as a parameter in K-NN. 
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1. Introduction 

Genre of music is a classification done by someone based on the similarity of rhythm, harmony, 
and various contents of the music. However, manual music classification like this takes a lot of 
time because you have to listen to the music one by one, giving genres to music is done manually 
by an expert [1].  So a more effective classification or classification is needed. 

Music genre is the most common way to organize digital music databases [2i]. Associating a 
genre with a piece of music can help music listeners find the music they're looking for in a huge 
music catalog. The introduction of musical genres is an important thing that has been studied 
deeply by the Music Information Retrieval (MIR) community since 2002 [3]. 

Now that there is an increasing number of music in circulation, manually assigning genres to 
appear online will take time and expertise. Automatic giving of genres can help, reduce, or replace 
the role of humans in giving genres to a music 

2. Research Method 
2.1 Pop and RnB 

There are 2 types of music that are currently being favored by various groups, starting from 
teenagers or adults today, namely pop music and RnB (Rhythm and Blues). When we're having 
a bad day we can listen to some quick pop to get the spirits up. When we are angry and need to 
feel better, we can listen to soothing songs, in other words pop that can be used according to the 
mood for the listener because pop prioritizes lyrics that are easy to digest with the listener's mood 
and tones that are easy to sing. Meanwhile, RnB has a lot to look for because it's simple and easy 
listening is the same as the pop music genre, but there is no difference. Pop music focuses on 
easy-to-sing lyrics and notes, RnB prioritizes the lyrics and the beats are sung with rhythm. 

Many are both types of music, but visuals are also difficult to distinguish. Music that is in the same 
genre usually has certain similar characteristics related to instrumentation, rhythmic structure, 
and musical pitch [1]. Different for music composers, both music can be classified by them. But 
for ordinary people, it will be difficult to reduce visuals that are very similar, so that is the 
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background for me to classify fatigue. Own kind of pop music. Because it contains many songs 
with various tempo.  

Music needs to be extracted before it can be classified in order to obtain data in the form of values 
from the music itself. The mel frequency cepstrum coefficient (MFCC) method can be used to 
extract features from music. MFCCis a series of short-term power spectrum in the audio file. 
MFCC models the characteristics of the human voice. The feature vector output from this 
extraction reaches up to 39 feature vectors [1]. From the results of the extraction, the classification 
was carried out using K-Nearest Neighbor (K-NN).K-NN is a method that is easy to learn and in 
terms of learning, this method has the nature of supervised learning, which means this method 
uses training data which is used as information for classification in later test data [2]. 

In the research entitled "Classification of Music Genres Using the Mel Frequency Cepstrum 
Coefficients (MFCC) Method and K-Nearest Neighbors Classifier" There are 5 genres with 50 
audio data in each genre. The best accuracy obtained from this study is 52.4% with K = 13 [7]. 
Then in a study entitled "Music Genre Classification Using MFCC, K-NN and SVM Classifier" 
comparisons of two classification methods, namely K-NN and Support Vector Machine (SVM) 
of 5 music features (MFCC, Chroma frequencies, spectral center, spectral roll. -off and zero 
crossing rate) with data from 900 songs divided into 9 music classes or genres (100 songs per 
class) [3]. 

From some of the studies above, this study will adopt the MFCC and K-NN methods to classify 
pop and RnB genres and measure how high the accuracy will be with the proportion of training 
data, test data, and predetermined k parameters. 

 
3. Research Methodology 

In this study, the audio data to be classified are secondary data obtained from the GTZAN dataset. 
Two genres were taken, namely RnB and pop with 100 songs for each genre which can be seen 
in Table 1. 

Table 1. Data on genre classification research 

No. Genre Song title 

1 RnB Rnb.00000.wav - Rnb.00099.wav 

2 Pop pop.00000.wav - pop.00099.wav 

Then, the research process is shown in a flow chart regarding the genre classification process 
which can be seen in Figure 1. 
    

 
Figure 1. Music genre classification flow chart 

3.1 Feature Extraction 

The purpose of the feature extraction stage is to obtain new data with feature vectors obtained 
from the extraction of audio data. Several steps are required for the MFCC feature extraction: 

a. Frame Blocking 
 Frame Blockingis the process of splitting sound into several frames and each frame 

consists of several samples. The purpose of frame blocking is to form a non-stationary 
signal into a quasi-stationary signal so that it can be converted from a time domain signal 
to a frequency domain signal using the Fourier transform. 
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b. Windowing 
Windowing is a process to minimize discontinuous signals at the beginning and end of 
each frame. The concept of windowing is tapering the signal to zero at the beginning and 
end of each frame which is done like equation (1). 

 y1 = x1 (n) ω (n) (1) 

Where: 
y1 represents the windowing signal sample value, 
x1 (n) is the sample value of the ith signal frame, 
ω is a window function and, 
n represents the length of the frame. 

 
c. Fast Fourier Transform (FFT) 

 The FFT converts each Nth frame of the sample from the time domain into the frequency 
domain as in equation (2). 

 
xk= ∑ 𝑥𝑛𝑒− 

2𝜋𝑗𝑘𝑛

𝑁𝑁−1
𝑛=0  (2) 

Where: 
xkis the number of k frequencies in the signal. 
N represents the number of samples 
n is an iteration of the sample starting at 0 

 
d. Mel Frequency Wrapping 

Equation approach for calculating mel in frequency f (Hz) like equation (3). 
 

mel(f) = 2595 xlog10(1 +
𝑓

700
) (3) 

Where f is the sample rate. 
 
e. Cepstrum 

 Converts log mel spectrum to time domain. This result is called the mel frequency 
cepstrum coefficient (MFCC). Equation (4) is the calculation method. 

 
C̃n =∑ (log S̃k)cos [n(k −

1

2
)

𝜋

K
]K

k=1  (4) 

The new data obtained from MFCC feature extraction will be used as data for later classification. 
Because the output of this feature vector can reach up to 39, in this study, the first 13 feature 
vectors were taken based on and referenced from a previous study[3]. The representation of the 
vector data that will be obtained from the MFCC feature extraction can be seen in Figure 2. 

 Figure 2. The first 10 datasets obtained from MFCC feature extraction 

 

3.2 Classification 

The classification stage is carried out after obtaining a new dataset from feature extraction. 
Several steps in the classification with K-NN are: 

a. Input Dataset 
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The dataset that has been obtained from feature extraction will be the input of the 
classification process. 

b. Pre-processing 
Data normalization is carried out with min-max normalization with equation (5) to obtain 
a balance of comparison values between data [4] 

 
 

𝑛𝑜𝑟𝑚(𝑥) =
𝑚𝑖𝑛𝑅𝑎𝑛𝑔𝑒 + (𝑥 − 𝑚𝑖𝑛𝑉𝑎𝑙𝑢𝑒)(𝑚𝑎𝑥𝑅𝑎𝑛𝑔𝑒 − 𝑚𝑖𝑛𝑅𝑎𝑛𝑔𝑒)

𝑚𝑎𝑥𝑉𝑎𝑙𝑢𝑒 − 𝑚𝑖𝑛𝑉𝑎𝑙𝑢𝑒
 (5) 

 

Where norm (x) is data x that has been normalized, minRange is the minimum limit that 
we give, maxRange is the maximum limit we give, then minValue and maxValue are the 
smallest and largest values of all data that have not been normalized, and x is the data 
which has not been normalized. 

c. Euclidean Distance Calculation 
There are many distance calculations in the K-NN method, one of which is Euclidean. 
The purpose of the calculation is to define the distance between two points, namely the 
point on the training data (x) and the point on the testing data (y). Calculation of the 
euclidean distance can be done with equation (6). 

 

𝑑(𝑥𝑖, 𝑦𝑖) =  √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=0

 

 

(6) 

Where, d is the distance between the points on the training data x and the testing data 
points y that will be classified, then x, y and i represent the attributes and n is the attribute 
dimensions. 

d. Sorting Closest distance 

The sorting process is carried out after all the distances have been obtained. In the K-NN 
method, a sorting process is carried out based on the smallest (closest) distance value. 

e. Class Determination 
The process of determining the class or genre of music from the previous calculation 
process. Obtained the output of the class or genre results from the test data through this 
determination process. 

3.3 Testing and Evaluation 

The test scenario is carried out to determine the best accuracy resulting from several different K 
values which will be tested by the K-NN method against the classification of music genres. The 
values or parameters of K to be tested are 3, 7, 11, 21, 31, 41, 51, and 61. The proportion of 
training data and test data in this study is 80:20 based on research on the classification that has 
been done [5]. Testing using the distribution of the proportion of training data and 80:20 test data 
with several different K parameters can be seen in Table 3. 

In this study, the Accuracy calculation was performed from the classification results to measure 
the level of accuracy. Accuracy is the accuracy or accuracy of the amount of data that is predicted 
correctly which is obtained by equation (5) [6]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 (5) 

 
Where: 
TP = Number of positive objects that are correctly classified (True Positive). 
TN = Number of misclassified negative objects (True Negative). 
FP = Number of negative objects that are correctly classified (False Positive). 
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FN = Number of incorrectly classified positive objects (False Negative). 

Table 2. Accuracy Testing with the proportion of 80:20 

Training Data Test Data K value K-NN accuracy 

80 20 

3 70% 

7 72.5% 

11 72.5% 

21 72.5% 

31 72.5% 

41 72.5% 

51 60% 

61 55% 

71 50% 

 

Figure 3. Line graph of test accuracy 
 

4. Conclusion 

Based on the results of successful research, it can be concluded that the MFCC and K-NN 
Classifier feature extraction method used to classify Pop and RnB songs with the proportion of 
80:20 can produce the highest accuracy of 77.5% with a value of k = 31. From the graph shown 
on Figure 3 shows an increase occurred at the value of k = 31 and after that there was a significant 
decrease. It is hoped that in future studies, because not all possible values for the k parameter 
are tested, the accuracy can be further improved by optimizing the K parameter by methods such 
as genetic algorithms and others. 
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