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Abstract 

 

The development of the internet is so significant, if we look at the growth of the internet in the 
world, it has reached more than 4 billion and in Indonesia, there are more than 171 million users 
out of a total population of more than 273 million people. This is due to the very fast 
development of information technology and various kinds of media and functions. However, of 
the advances in internet technology, it did not escape the existing internet attacks. One of them 
is phishing. Phishing is a form of activity that threatens or traps someone with the concept of 
luring that person. Namely by tricking someone so that the person indirectly provides all the 
information the trapper needs. Phishing is included in cybercrime, where crime is rampant 
through computer networks. Along with the times, crime is also increasingly widespread 
throughout the world. So that the threats that are happening today are also via computers. With 
such cases, this study aims to predict phishing sites with a classification algorithm. One of them 
is by using the SVM (Support Vector Machine) Algorithm. This research was conducted by 
classifying the phishing website data set and then calculating the accuracy for each kernel. 
From the study, the results are SVM with Gaussian RBF has the best performance with 88.92% 
accuracy, and SVM with Sigmoid kernel has the worst performance with 79.33% accuracy. 
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1. Introduction 

The development of the internet is so significant, if we look at the growth of the internet in the 
world, it has reached more than 4 billion and in Indonesia, there are more than 171 million users 
out of a total population of more than 273 million people [1]. This is due to the very fast 
development of information technology and various kinds of media and functions, one of which 
is in terms of financial transactions and e-commerce. This makes it easier for customers without 
having to bother and without having to leave the house. However, in the ease of transactions, 
one of the biggest problems appears, namely transaction security. This is a frightening specter 
for online users, especially since it has penetrated online users. One thing is security from 
ignorance in terms of users which as a result falls into the world of Cybercrime. Also, many 
online users cannot distinguish between genuine sites and fake or phishing sites, therefore this 
research aims to be able to predict which sites are indicated by Phishing. 

Phishing is a form of activity that threatens or traps someone with the concept of luring that 
person. Namely by tricking someone so that the person indirectly provides all the information 
the trapper needs. Phishing is included in cybercrime, where crime is rampant through 
computer networks. Along with the times, crime is also increasingly widespread throughout the 
world. So that the threats that are happening today are also via computers. For hackers, this 
method is the easiest way to make an attack. Even though it is considered easy and trivial, 
there are still users who fall into the hacker's trap [2]. 
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With such cases, this study aims to predict phishing sites with a classification algorithm. One of 
them is by using the SVM (Support Vector Machine) Algorithm. SVM is a technique for finding 
hyperplane which can separate two sets of data from two different classes. SVM has 
advantages including determining the distance using support vectors so that the computation 
process becomes fast [3]. Research on SVM has been carried out by Rachman and Purnami 
(2012) conducted a study on the classification of cancer malignancies using logistic regression 
and SVM methods, which in the end showed that the accuracy rate using SVM was higher, 
namely 98.11% [4]. Based on previous research, it is hoped this study can classify website 
phishing using a Support Vector Machine algorithm based on the existed dataset and determine 
which kernel is best for classifying phishing websites. 

 
2. Literature Reviews 

2.1. Cyber Attack 

Cyber-attack is the result of the development of information and communication technology, so 
that the weapons used in cyber-attacks have several different characteristics compared to the 
characteristics of conventional weapons. The real goal of cyber-attack perpetrators is not 
merely to destroy a cyber system. The real purpose of cyber-attack is broader, including the 
destruction of integrity, availability, confidentiality, and physical destruction, which have an 
impact on the victim's activity in real space [7]. There are many types of cyber-attack including 
virus, worm, trojan horse, spam, DDoS attack, rootkit, phishing [9]. 

 

2.2. Phishing 

According to George W. Reynolds, phishing is “the act of fraudulently using email to try to get 
the recipient to reveal personal data.” [9]. Phishing is carried out by sending links that appear to 
be genuine from related organizations to internet users via email and websites. When a user 
clicks on the link, the attacker gets information from the user and uses it for personal gain, for 
example to take money from a user's account or use the account for online payments [2].  

  
2.3. Support Vector Machine (SVM) Algorithm 

Support Vector Machine was first introduced by Vapnik in 1992 as a harmonious series of 

leading concepts in the field of pattern recognition. SVM is a machine learning algorithm that 

works on the principle of Structural Risk Minimization (SRM) with the aim of finding the best 

hyperplane that separates two classes in the input space [8]. 

 

 
Figure 1. SVM Hyperplane  

The learning process on SVM in finding support vector points only depends on the dot product 

from data that has been transformed into a new higher dimensional space, namely. 

𝜙(𝑥𝑖). 𝜙(𝑥𝑗) (1) 

Because generally this F transformation is unknown, and very difficult to understand easily, the 

calculation of the dot product according to Mercer's theory can be replaced by a kernel function 



Jurnal Elektronik Ilmu Komputer Udayana                                                       p-ISSN: 2301-5373 
Volume 9 No. 4. May 2021                                 e-ISSN: 2654-5101 

 

469 

 

that implicitly defines the F transformation. This is known as the Kernel Trick, which is 

formulated:  

𝐾(𝑥𝑖, 𝑥𝑗) =  𝜙(𝑥𝑖). 𝜙(𝑥𝑗) (2)

  

The following are the types of kernels used on support vector machines algorithm. 

a. Polynomial 

𝐾(𝑥𝑖, 𝑥𝑗) = (𝑥𝑖, 𝑥𝑗 + 1)𝑝  (3) 

b. Linear 

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑥𝑖𝑡  𝑥𝑗  (4) 

c. Gaussian Radial Basis Function 

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝 (−
‖𝑥𝑖−𝑥𝑗‖2

2𝜎2 )  (5) 

d. Sigmoid 

𝐾(𝑥𝑖, 𝑥𝑗) = tanh(𝑎𝑥𝑖, 𝑎𝑥𝑗 +  𝛽)  (6) 

Furthermore, the classification results from the data are obtained from the following equation. 

𝑓(𝜙(𝑥)) =  ∑ 𝑎𝑖𝑦𝑖  𝐾(𝑥, 𝑥𝑖) + 𝑏𝑛
𝑖=1.𝑥,∈𝑆𝑉   (7) 

 

3. Research Methods 

The methodology of this research is simulation-based research. Figure.1 shows the stages of 
the research in this paper. 

 

 
Figure 2. Flowchart Research Stages  

3.1. Identification of the Problem and Study of Literature 
In this research, problem identification aims to classify the type of website. The results to be 

achieved from this study are to classify a website whether the site is valid, suspicious, or 
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phishing and measure the level of accuracy. The literature study was conducted by studying 

previous research on phishing and SVM.  

 

3.2. Data Collection 
The sample in this study is secondary data obtained from digital computations at the UCI Neda 

Abdelhamid Auckland Institute of Studies. The data obtained consisted of Legitimate (-1), 

Suspicious (0), and Phishy (1) variables. There are 9 parameters, namely SFH, popUpWindow, 

SSLfinal_State, Request_URL, URL_of_Anchor, web_traffic, URL_Length, age_of_domain, and 

having_IP_Address. Overall there are 1353 data then divided into 2 parts which are used as 

training data and testing data, then there will be 1082 training data and 271 testing data [5].  

Table 1. Website Phishing Data 

No Parameters Value 

1 SFH (-1, 0, 1) 

2 popUpWindow (-1, 0, 1) 

3 SSLfinal_State (-1, 0, 1) 

4 Request_URL (-1, 0, 1) 

5 URL_of_Anchor (-1, 0, 1) 

6 web_traffic (-1, 0, 1) 

7 URL_Length (-1, 0, 1) 

8 age_of_domain (-1, 1) 

9 having_IP_Address (0, 1) 

10 Result (-1, 0, 1) 

 

 

3.3. Initial Data Processing 
At this stage, the data obtained from the UCI Data Sets will be processed using the SVM 

algorithm. The data can be converted into an integer data format so that data can be processed 

in the program. The program is used in the processing of this data using JetBrains PyCharm 

with sklearn python library to analyze the classification result. 

 

3.4. Implementation of Support Vector Machine (SVM) Algorithm 
SVM is a linear classification method. SVM's main role in classifying is to define a separator in 

the search space that can separate different classes. This separator is commonly referred to as 

a hyperplane. One of the advantages of this SVM method is that it is quite good at classifying 

high-dimensional data because the method tries to determine the optimal direction of 

discrimination in the feature space by examining the right feature combination [6]. Figure.2 

shows the flowchart of the Support Vector Machine in this research. 
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Figure 3. Support Vector Machine’s Flowchart 

The following are the steps for classifying phishing website data with the SVM algorithm. 

a. Import the website phishing dataset. 

b. Divide the data into attributes and label 

c. Divide the data set into two parts, data training (80%) and data testing (20%). 

d. After doing the data preprocessing, data will be classified with Support Vector Machine 

(SVM) algorithm. In this study will use linear, gaussian radial basis function (RBF), and 

sigmoid kernel type.  

e. Print confusion matrix, precision, recall, f1 score, and accuracy score from data testing for 

each kernel type. 

 

4. Result and Discussion 
After classification, a confusion matrix is formed. In Table 2, Table 3, and Table 4 shows the 
result of the confusion matrix each kernel. 
 

Table 2. Confusion Matrix on SVM Gaussian Radial Basis Function 

  
Real 

-1 0 1 

Prediction 

-1 147 1 7 

0 4 5 5 

1 11 2 89 

 
Table 3. Confusion Matrix on SVM Linear 

  
Real 

-1 0 1 

Prediction 

-1 133 2 14 

0 6 2 11 

1 4 1 98 
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Table 4. Confusion Matrix on SVM Sigmoid 

  
Real 

-1 0 1 

Prediction 

-1 123 1 17 

0 10 0 13 

1 15 0 92 

 

From the table above, it is found that SVM with a gaussian kernel has more true values than 

linear and sigmoid kernels. After obtaining a confusion matrix, the value of precision, recall, f1 

score for each class can be found with the following formula. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (9)

  

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑅𝑒𝑐𝑎𝑙𝑙 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

 (1

0) 

 
Description: 

𝑇𝑃 = True Positive 

𝐹𝑃 = False Positive 
𝐹𝑁 = False Negative 

 
The following is the result of calculating the precision, recall, and f1 score for each SVM kernels. 
 

 
Figure 4. The Result of Precision, Recall, and F1 Score from SVM Gaussian Radial Basis 

Function 

 
Figure 5. The Result of Precision, Recall, and F1 Score from SVM Linear 
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Figure 6. The Result of Precision, Recall, and F1 Score from SVM Sigmoid 

To calculate the accuracy value, it can use the following formula. 
 

         𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑
𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎
 (1
1) 
 
From this formula, calculations are made, and here are the following results for each SVM 
kernel. 
 

 
Figure 7. Accuracy Test Result for SVM Gaussian Radial Basis Function 

 

 
Figure 8. Accuracy Test Result for SVM Linear 

 

 
Figure 9. Accuracy Test Result for SVM Sigmoid 

 

From the results above, it can be concluded that SVM with a gaussian radial basis function 

kernel has better performance in classifying website phishing compared to linear and sigmoid 

kernels. This can be seen from the resulting precision, recall, f1 score, and accuracy values as 

shown in Figures 5 and 8 while the sigmoid kernel has the lowest performance in classifying 

phishing websites. This can be seen from the resulting precision, recall, f1 score, and accuracy 

values as shown in Figures 7 and 10. 

 
5. Conclusion 

Based on the research that has been done, it is concluded that the SVM is good at classifying 
website phishing with Gaussian RBF kernel has the best performance on classifying phishing 
websites. This can be seen from the resulting level of accuracy of 88.92% in data testing using 
the Gaussian RBF kernel. Meanwhile, SVM with Sigmoid kernel has the worst performance on 
classifying phishing websites. Where the level of accuracy on SVM using the sigmoid kernel is 
79.33%. 
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