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Abstract

Sound is the identity of all living creature, including Humans. With voice we can do socialize,
call people, ask questions, communicate, and even be able to help us to recognize the sex of
the person who makes the sound. Nowadays, knowing gender through sound cannot only be
done by humans but through a computer. Voice classification using a computer shows
increasingly sophisticated technology. Of course this technological advance can also help in
terms of security, where the voice can be a key or password in a certain confidentiality. In this
study the focus of sound recordings is classified according to the sex of men and women by
using the Backpropagation algorithm for training data, then Mel Frequency Cepstral Coefficients
(MFCC) will process sound data and get features, and the K-Means Clustering algorithm will
classify sound data already processed. The dataset used here is in the form of male and female
voice recordings obtained from YouTube videos that have been separated by video sections.
There are each 10 male and female voice files for training. As for testing, there are several male
and female voice files that are placed in separate folders.
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1. Introduction

Sound is thing that can be heard, which has certain waves. sound also is mechanical
compression or longitudinal waves that propagate through the medium. This medium or
intermediate agent can be liquid, solid, gas. So, sound waves can propagate for example in
water, coal, or air [4].

Sound is one of God's most useful gifts. Every day we always make noise for our daily activities.
Through sound, we can communicate, express opinions, listen to the opinions of others and
many other things. Of course sound is the most vital thing in our lives, imagine if we can't make
a sound, we can't know the sound of other things too. Of course this will greatly hinder our
activities, even our lives will be empty and die without a sound.

With so many positive things that can be produced by a sound, it can also be an advance in
computer technology. By combining sound and technology, an innovation can be created to
simplify our lives. By telephone, we can transfer the sound to another place without having to
move to that place. Through a voice recorder, we can save our voice to be played next time,
and more. Sound can also help us to improve our security / privacy. Like the password, the
voice can also be used as a password to increase security making it more difficult to crack. But
before we get there, the sound we make must certainly be detected by the computer of the sex.
The basic thing, which really determines the progress of sound technology.

Therefore, this study aims to classify sounds by sex with a dataset of male and female voice
recordings, with the Backpropagation method for training data and K-Means Clustering for the
classification of data that has been processed. Then the results will be obtained namely the sex
of the recorded sound.

2. Reseach Methods

The research method includes three methods, namely Backpropagation for dataset training, K-
Means Clustering for feature extraction and Mel Frequency Cepstral Coefficients (MFCC) for
processing voice data and obtaining features.
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2.1. K-Means Clustering

K-means is a clustering algorithm for data mining that was created in the 70s and is useful
for clustering in unsupervised learning (unsupervised learning) in a data set based on certain
parameters. K-means is an algorithm for classifying or grouping objects (in this case data)
based on certain parameters into a group, so that it can run faster than hierarchical
clustering (if k is small) with large variables and produce denser clusters [2].

The K-Means algorithm is an algorithm that requires as many input parameters as k and
divides a set of n objects into k clusters so that the level of similarity between members in
one cluster is high whereas the level of similarity with members in other clusters is very low.
The similarity of members to the cluster is measured by the proximity of the object to the
mean value in the cluster or can be called a centroid cluster or center of mass [2].
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Figure 1. K-Means Cluster System Flow

The following is the equation for calculating the number of clusters:
k ~\/n/2 1)
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The following is the equation for calculating distance Euclidean:

dixyy =/ (i = ¥)? + (x; — )2 )
The following is the equation for calculating new centroid:

1
Cr = (n_k) xd; (3)

2.2. Backpropagation

Backpropagation is a supervised learning algorithm and is usually used by perceptron with
many layers to change the weights associated with neurons in the hidden layer. The
backpropagation algorithm uses error output to change the value of its weights in the
backward direction. To get this error, the forward propagation stage must be done first [1].

Step 1- .
Random initialization Desired loss
Inputs outputs function
Step 7 l actual l l Loss (error)
lterate until Step 2- Qutputs > Step 3- R metric
convergence Feed Forward Calculate loss function at this step
*stack
r’ Stack of calculation graph
(automatically created)
gradients lunstack grafccﬁ)irent
for all
o s
Step 6- < | Step 5- - v op o
Update the weights Backpropagate * g Calculate the
erivative Of error
Update Optimizer function (delta
frequency rule / adadelta...)
Figure 2. Backpropagation System Flow
Backpropagation network training algorithm:
1. Step 0 : Initialize all weights with small random numbers
2. Step 1 :While the condition is stop not fulfilled (wrong value), do following steps:
a. For each training pair, do:
Feedforward:
1) Each input unit (X; , i = 1,2,3,...,n) receive signal x; and forward the following
signal to entire unit in the upper layer (hidden layer).
2) Each hidden unit (;, j = 1,2,3,..,p) adding weight input signals:
. n
Z_lnj = Uoj + Zi=1 xivij (4)

Where v, =biased and v=weight
Use activation function to count the output signal:

Z; = f(Z_in)) (5)
And send following signal to entire unit in upper layer (output units)

3) Each output unit (Y, k=1,2,3,...,m) adding weight input signal:
y_ing = wy, + Z?zlzjwjk (6)

Where wy =biased and v=weight
Use activation function to count output signal:

e = f(y_ing) (7)

And send following signal to entire unit in the rest layer (output units).
b. For each training pair, do:
Backpropagation:
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1. Each output unit (Yx ,k = 1,2,3,...,m) receiving pattern target that relate to
learning pattern input, count information of error

8k = (e — v f (i) (8)

where t = output target
Then, count weight correction (which is used to get value of w later):

Awj = adyz; 9)
where a = learning rate

Count correction biased as well (which is used to fix value of wyy):

Wor = @by (10)

Send § [ to existing units in lower layer
2. Each of hidden units (Z; , j=1,2,3,...,p) adding delta’s input (from upper layer
units):

6_1:7'1]' = z:{nzl 6ijk (11)

Multiply that value with descendant of activation function to count error
information of error:

6] = 5_injf'(Z_inj) (12)
Then, count weight correction (which is used to fix value of v; ):
Avi]' = (Z(S‘jxi (13)

Count biased correction as well (which is used to fix value of vg; ):
A'Uoj = a’5jxl- (14)

c. Update weight and biases:
1. Each output units (Y, k=1,2,3,...m) fixing biases and weight (j = 0,1,2,...,p):

wji (baru) = wj,(lama) + Awy (bobot) (15)
Wor (baru) = wy, (lama) + Awy, (bias) (16)
2. Each hidden units (Z;, j=1,2,3,...p) fixing biases and weight (i= 0,1,2,...,n):
v;;(baru) = v;j(lama) + Av;;(bobot) a7)
voj(baru) = vy;(lama) + Avy;(bias) (18)

d. Condition stop test.
After running algorithm training of backpropagation network and got the output of
closest target, then end weight and end biases of training result stored and then
run testing process with testing algorithm. In testing algorithm that is used, just
feedforward step only [1].

3. Result and Discussion

The process starts from the feature extraction that is processing the sound from the file
directory, then training is conducted using the Backpropagation method, and finally testing is
done to get the gender results of the tested sound.

3.1. Proses Feature Extraction

The sound processing process begins by retrieving the sound file from the directory
indicated by the source variable and saved to the file variable. Repeat the number of files in
the directory with the following process:

1. Get data from voice file

2. Process voice data with library to get feature
3.  Run clustering on data in the feature

4. Stored result of clustering as dataset
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After the above process is done, create a target array along the number of datasets
containing 1 for men, and 0 for women.

3.2. Proses Training

The first process for backpropagation training is to make the initiation weight of each neuron
randomly. In this program, there are 3 different network types for processing datasets,
namely gold, silver and bronze. Each network is composed of 1 input layer, 2 hidden layers,
and 1 output layer. The gold network has a 5-4-3-1 architecture, while the silver and bronze
networks have a 4-4-3-1 architecture. The purpose of each network is to process features in
the dataset. The gold network will process features 1-5, silver for features 6-9, and bronze
for features 10-13.

First of all the forward path will be run using the binary sigmoid activation function as the
output of each neuron. After that, calculate the difference from the output obtained with the
target and save it in the form of an array. Then run backwards to change the weight of each
neuron in the network according to the difference between the target and the output. Perform
this process on every existing network. If the average error of all networks has reached
0.05%, stop epoh and save the weight to the file weight of each network as a model

IPython console n
[3 console 14 B L)
object?  -> Details about ‘object’, use ‘object??’ for extra details A

In [1]: runfile('D:/Backpro-Voice-Gender-Classification/testing.py’, wdir="D:/Backpro-Veice-Gender-Classification’)

In [2]: runfile(’D:/Backpro-Voice-Gender-Classification/training.py’, wdir='D:/Backpro-Voice-Gender-Classification’)
Reloaded nodules: file manager, mfcc, backpropagation

Error : 8.5084251367397433 0.560361402114317 ©.49999491422203646
Error : .2824862371695698 ©.36976613204911624 0.2945207634378275
Error : .22945562495115172 8.32276469151629567 0.244997909515355
Error : .23467423240555635 0.2995516456985269 0.24029102285580122
Error : .2094533567494345 .28583538018120453 0.2268965027323851
Error : 6.21603545221903107 8.2742580968535392 0.22024855631763972
Error : 6.19687830231078483 8.27538169047253283 0.21470986951864124
Error : 6.21436970531161412 B.26719149295164755 0.19663259105546496
Error : 0.18977763909313702 8.2679253079481746 0.20566231028774085
Error @ 6.20203343999570385 8.2600430671848113 0.1342290371793985
Error : 0.20499538044546688 8.3147508527942818 0.22192873854813713
Error : 6.1753207673984251 0.2737522651207809 ©.20838410557755543
Error : 0.2201068658745537 .2760763258704761 ©.20005073070072386
Error : 6.17647092848608548 8.2670455565986167 0.21451165038448514

Error : @.1 o. 5729 8,17 1497
Error : ©.18655229043836332 8.26417407863697673 ©.17457517074463494
Error : @. 79996 @.244354 4 ©.1741357503139056

Error : ©.1743618171910041 0.2574551192747406 ©.18167685098469973
Error : .17560511241333843 ,25169366743512417 0.1805670097597206
Error : @.1710033842310667 0.2704899125260432 ©.188107092316296
Error : 8.1832836278576855 0.2529463267362047 0.17995130945433748
Error : @ 10849 © 017 ©.2822840943842211
Error : 8.2223057690693817 0.2849627534809055 0.2935675672109706
Error : .18510731@6933456 0.28447156632873505 0.2004046344319913
Error : 0.20186378337898699 @,2897356263973732 0.2996272066361714
Error : 0.17224870777022065 @.28440763531343075 0.29959009420042726
Error : ©.1953085964369549 0.2838795073716652 ©.2995632786584945|
Error : 0.17224224@32470796 @.2838556508866856 0.2005278345734643

Error : ©.1792414435920545 0.28359960937969386 0.29817243579943875
Error : 0.2022842714187152 8.2834220591680191 0.2955054782762408
Error : ©.1899252122319945 ©.28328583395013823 0.25607626846020157

Figure 3. Dataset Training

3.3. Proses Testing

The testing process is similar to the training process but only runs forward. The weight of
each network will be loaded from the training results model. The input is the sound file that
we choose from the GUI that will first play the sound file, then extract its features, and enter

& o Voice Gender Clasificator i, — O >

import filewav dikenali sebagai

366572083 P £3.3427914

backpropagation for forward.
Figure 4. Female Voice Testing
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74 2 Voice Gender Clasificator ::. — O >

import file.wav dikenali sebagai

54.4240847 455759152

Figure 5. Male Voice Testing
The testing process was carried out with an experiment each of 10 male and female voices
to see the results of the percentage of the sound classification based on that sex. Then the
percentage of success will be obtained from each testing as presented in the table below.

Table 1. Testing Result of Male Voice

Gender .
Attempt Male Female Information
1 40,9 59,1 False
2 56,7 43,3 True
3 61,2 38,3 True
4 53,1 46,9 True
5 56,1 43,9 True
6 55,4 44,6 True
7 53,7 46,3 True
8 45.4 54,6 False
9 48,5 51,5 False
10 64,3 35,7 True

From the table above, after testing 10 male voice experiments, the results obtained are
seven experiments that say that the voice is male and three say that it is female voice. So
from these results obtained the percentage of success of the experiment is 70% and the
average percentage of true is 57.2%.

Table 1. Testing Result of Female Voice

Gender .
Attempt Male Female Information
1 27,6 72,4 True
2 442 55,8 True
3 415 58,5 True
4 453 54,7 True
5 50,8 49,2 False
6 28,6 71,4 True
7 34,4 65,6 True
8 42,1 57,9 True
9 41,0 59,0 True
10 37,5 62,5 True

From the table above, after testing 10 female voice experiments, nine results were obtained
that said that the voice was female and one said that it was male. So from these results

274



Jurnal Elektronik llmu Komputer Udayana p-ISSN: 2301-5373
Volume 8, No 3. February 2020 e-ISSN: 2654-5101

obtained the percentage of success of the experiment is 90% and the average percentage of
true is 61.9%.

4, Conclusion

Based on the results of research and system testing that has been done to 10 men and 10
women, with training data for 10 datasets, each male and female. It can be concluded that the
success rate of speaker recognition that can be recognized in male testing reaches 70% and
women reach 90%. Whereas in average testing the truth of men reached 57.2% and women
reached 61.9%. So it can be said that the Backpropagation method and K-Means Clustering are
proven to be good enough to classify votes based on gender and able to strengthen the level of
a security system with sound. Research failures can be caused by environmental conditions or
circumstances of the speaker.

Some suggestions proposed to improve the performance of sound classification are the need to
increase the number and type of features to increase accuracy and the need for additional
features that are not limited to sound.
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