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Abstrak
Data  mining  membantu  memberikan  keputusan  yang  tepat  dan  cermat.  Kelulusan 

mahasiswa  tepat  waktu  merupakan  salah  satu  point  penilaian  dalam  proses  akreditasi 
perguruan  tinggi.  Namun  kelulusan  mahasiswa  tidak  selalu  dapat  dideteksi  secara  cepat 
sehingga  dapat  mengurangi  penilaian  suatu  perguruan  tinggi  dalam  proses  akreditasi. 
Permasalah inilah yang muncul untuk mengetahui mahasiswa nantinya bisa lulus tepat waktu 
atau tidak. metode klasifikasi untuk prediksi lulusan mahasiswa menggunakan algoritma Naïve 
Bayes.  kelulusan  mahasiswa  tepat  waktu  atau  tidak,  yang  diharapkan  hasilnya  dapat 
memberikan informasi  dan masukan bagi  pihak perguruan tinggi  dalam membuat kebijakan 
kedepannya. Dari hasil  pengujian ini didapatkan hasil  bahwa dengan menerapkan algoritma 
Naïve Bayes sistem dapat  memprediksi  kelulusan mahasiswa dengan tepat  waktu, Setelah 
membandingkan  beberapa  literatur,  dapat  disimpulkan  bahwa  metode  ini  dapat  digunakan 
untuk prediksi  tersebut  dengan tingkat  keakuratan 90%. Kajian literatur  ini  penting sebagai 
faktor pendukung bagi penelitian.

 
Kata kunci: Data Mining, Naive Bayes, Prediction, Student Graduation 

Abstract
Data mining helps provide precise and careful decisions. Student graduation on time is 

one of the assessment points in the higher education accreditation process. However, student 
graduation cannot always be detected quickly, which can reduce the assessment of a university 
in the accreditation process. This problem arises to find out whether students will be able to  
graduate on time or not. Classification method for predicting student graduates using the Naïve 
Bayes algorithm. Whether a student graduates on time or not, it is hoped that the results will  
provide information and input for the university in making future policies. From the results of this 
test, it was found that by applying the Naïve Bayes algorithm the system can predict student 
graduation in a timely manner. After comparing several literatures, it can be concluded that this 
method can be used for this prediction with an accuracy rate of 90%. This literature review is  
important as a supporting factor for research.
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1. Introduction
Higher education is an educational institution that provides high-level learning services, 

which is an optional final  stage in formal education. These higher education institutions are 
generally in the form of universities, academies, institutes or high schools. The types of higher 
education include vocational, academic and professional. Based on the level, higher education 
provides diploma, bachelor's, master's, specialist and doctoral programs[1]. 

Universities are expected to provide quality education for students so as to produce 
students who have competence in their fields. In Indonesia, the quality of a higher education 
institution is determined by the accreditation grade issued by the National Accreditation Board 
for Higher Education (BAN-PT). There are many aspects that can be used as a benchmark for 
the quality of higher education. One of them can be seen from the number of students who can 
complete their studies within the specified time or in other words, students graduate on time. 
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The more students who graduate on time, the better the performance of the higher education 
institution, so that the student graduation rate on time becomes one of the assessment criteria. 
accreditation for a university.
Many factors can support an increase in the number of students graduating on time, including: 
1. Effective Academic Management
2. Relevant Curriculum
3. Academic Guidance Support

By implementing effective academic management,  a relevant curriculum, and strong 
academic  guidance  support,  universities  can  significantly  increase  the  number  of  students 
graduating  on  time.  This  not  only  benefits  students,  but  also  increases  the  reputation  and 
credibility of the educational institution[2]. Graduation data can be analyzed and processed in 
detail using data mining techniques.

Data mining is a process of extracting valuable knowledge or information from large and 
complex  datasets.  The  main  goal  of  data  mining  is  to  identify  patterns,  relationships,  or 
information that may not be directly visible in the data, so that it can provide deeper and more 
valid information[3]. Data mining in another sense is a term used to describe the discovery of 
knowledge in databases, which uses statistical, mathematical, artificial intelligence and machine 
learning techniques to extract and identify useful information and knowledge assembled from 
various large databases[4].

Student graduation rates are predicted using a system. However, some universities do 
not yet have a system to predict delays in student graduation, so universities cannot prevent 
this.

How can the Naïve Bayes algorithm be applied to predict student graduation on time? 
The  Nave  Bayes  algorithm  is  one  of  the  most  effective  and  efficient  inductive  learning 
algorithms for machine learning and data mining. Nave Bayes performance is competitive in the 
classification  process  even  though  it  uses  the  assumption  of  attribute  independence  (no 
relationship between attributes). Naive Bayes is used for data classification techniques using 
probability  and  statistical  methods  that  predict  future  opportunities  based  on  previous 
experience, so it is known as Bayes' Theorem. This theorem is combined with Naive where it is 
assumed  that  the  conditions  between  one  attribute  and  another  attribute  are  mutually 
independent.  Naive  Bayes  classification  assumes  that  the  presence  or  absence  of  certain 
characteristics of one class has nothing to do with the characteristics of other classes[5].

From  several  explanations  regarding  graduate  predictions,  there  are  several 
differences, including using the Naive Bayes algorithm with a classification method using the 
attributes of student name, NPM, entry route, student GPA and gender. With these attributes 
and  criteria  data,  the  algorithm can  predict  student  graduation  rates.  So,  with  this  student 
graduation prediction system, it can help to find out whether students graduate on time or not, 
with the hope that the results can provide information and input for universities in making future 
policies.

Based on the existing problems, it is necessary to have a system to predict student 
graduation rates based on existing variables. Apart from that, a suitable algorithm is needed so 
that it can produce good accuracy values. With the system created, it is hoped that universities 
can make policies so that students can graduate on time.

2. Research Method / Proposed Method
This research began with problem formulation and literature study. A certain amount of 

data is required obtained through observation and documentation methods to be able to solve 
the problem. Next, the required student data was collected, with the acquisition of 146 data sets 
of students from the class of 2018 who had completed their studies in 15 attributes. Then in the  
second  stage,  data  pre-processing  is  carried  out  to  obtain  good  data  before  the  data  is 
processed using Naïve Bayes. If data pre-processing has been completed, 146 student data in 
15 attributes will be used to carry out the mining process. Third, the mining process by applying 
the naïve Bayes algorithm. The fourth stage is experimentation and model testing. The fifth 
stage is evaluation and validation of test results. the results of the accuracy values  obtained 
from applying the Naive Bayes algorithm. To calculate the accuracy of the patterns obtained, 
test the accuracy method in the concept of data mining. Accuracy calculations can be assisted 
by applying the Naive Bayes calculation formula.  The results  of  applying the Naive Bayes 
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formula create very good accuracy based on the calculations of  applying the Naive Bayes 
model [6].

3. Literature Study
3.1 Data collection

The techniques used to collect research data consist of: 
1. Observation method 
Efforts to obtain or collect data directly by observing in the field, which will then be useful in 
calculations when predicting the performance of systems running in the company[7]. 
2. Library method 
Collect  data  by  studying  books,  scientific  journals,  and  information  from  the  internet  that 
supports research[8].

3.2 Data analysis
Student data in this research is data from Kaggle in the form of gender, student status,  

married status, age, Semester Achievement Index (IPS) from semester 1 to semester 8, and 
Cumulative Achievement Index (GPA). With the target class classification, namely graduation 
status which includes whether it is on time or late[9].

3.3 Naive Bayes algorithm
Naive Bayes is the simplest form of Bayesian network classifier. In naive Bayes, each 

feature node has a class node as its parent, but does not have the parents of any other feature 
nodes. However, a large body of work in supervised learning has shown that such a simple 
naive Bayes classifier can compete with state-of-the-art classifiers such as C4.5 and is still one 
of the top 10 data docking algorithms in the world[10].

3.4 Rapidminer
Rapidminer is a software for data science created by Rapidminer, Inc which provides 

integrated data, text mining, machine learning, and predictive analysis. As well as assisting with 
steps in a machine learning process such as visualization results, optimization, data preparation 
and model validation. Rapidminer brings artificial intelligence to the enterprise through an open 
and extensible data science platform. Built for analytics teams, Rapidminer brings together the 
entire data science cycle from data preparation to machine learning to predictive deployment 
(Hofmann & Klinkenberg, 2016)[11]. 

In simple terms, Rapidminer is an application that is used to process data using various 
techniques and methods in data mining, so that it can become useful information. Rapidminer is 
an open-source software that is useful for processing mining data. Rapidminer processes it by 
extracting  patterns  from  datasets  and  combining  them  with  statistical  methods,  artificial 
intelligence and databases. The aim of using Rapidminer is to obtain high quality information 
from  the  processed  text.  Rapidminer  is  used  in  various  studies  for  examining  researched 
data[12].

4. Result and Discussion 
This section contains the results and discussion of the research topic, which can be 

created first as a research methodology. This section also represents explanations in the form 
of explanations, pictures, tables and others. The number of words in this section ranges.
Data collection

The data collection process was carried out by taking it from Kaggle. The data used is 
in the form of a Microsoft Excel file with .xlsx format. The data comes from the 2018 incoming 
class of students who have completed their studies, with a total of 146 data and 14 attributes. 
An example of the data used can be seen in the following image. This data was taken with the 
aim  of  further  analysis  in  research  projects,  specifically  for  the  purposes  of  Naive  Bayes 
classification using RapidMiner. An example of the data used is in the picture.
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Figure 2. 1 Sample Data

RapidMiner  Studio 10.3 provides an efficient  and effective environment  for  performing data 
testing and predictive analysis. The structured testing process and advanced features offered 
ensure that users can obtain accurate and reliable results. Here is the data testing process and 
display of RapidMiner Studio 10.3

Figure 2. 2 Display of Rapidminer Studio 10.3

Open the Rapidminer application, after it appears as shown, the start with display will appear 
then select blank process to open a new worksheet/open a file that has been saved as in Figure 
2.3
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Figure 2. 3 Worksheet views

Next is the data input process and requires the read excel operator by dragging and dropping 
into the worksheet like the data retrieval process using double click on the read excel operator

Figure 2. 4 Excel Read Operators

Click on the Read Excel module to open the file selection window. In this window, you will be 
given the option to search for and select the data file you want to import. Use the 'Browse' or 
'Select File' button to open the file selection dialog. Navigate to the directory where the Excel file 
you want to use is stored, select the data file that suits your analysis needs. Make sure that the 
selected file has the correct format and that the required data is complete.
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Figure 2. 5 Student data import

After selecting the file,  the next step is to verify that the file has been properly loaded into 
RapidMiner. The Read Excel module will preview the data of the selected file, check the column 
headers, data format and ensure there are no errors in the imported data. If necessary, make 
additional settings such as setting the delimiter, sheet to be read, and cell range.

Figure 2. 6 file verification

Next, click next on the selected data. After that, determine the data type, then the data class is 
given a label attribute with the change role option and click finish, then it will look like Figures 7 
and 8.
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Figure 2. 7 Data import

Figure 2. 8 Student Data Test Prediction Results

The  number  of  testing  data  used  was  146  students  using  the  Naïve  Bayes  method.  The 
prediction results were that 144 students graduated on time.

Figure 2. 9 Graphics of Student Graduation Percentage
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Prediction results of data testing. The number of testing data used was 146 students using the 
Naïve Bayes method. The prediction results showed that 144 students graduated on time.
cleaned  then  used.  The  attributes  used  are  gender,  student  status,  age,  cumulative 
achievement index (GPA). The data taken is divided into two groups, which have two data 
classes, namely on time and late. Next, testing with RapidMiner Studio 10.3 as a tool to obtain 
the level  of  accuracy of  the Naïve Bayes method. The following is a calculation to get the 
accuracy value with the following equation:

Predictions  were  made  using  training  data  using  Naïve  Bayes,  resulting  in  144  students 
predicted being on time, 2 students predicted being late.

5. Conclusion 
This research shows that the Naïve Bayes method is effective in predicting student 

graduation on time with an accuracy rate of up to 90%. By utilizing attributes such as cumulative 
grade point average (GPA) and other academic data, this algorithm is able to identify relevant 
patterns  to  support  policy  decisions  that  increase  on-time  graduation.  This  implementation 
provides a practical solution for universities in managing student data to improve accreditation 
and institutional reputation.
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