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Abstrak
Untuk  meningkatkan  proses  evaluasi  dalam  menilai  perkembangan  siswa,  prediksi 

terhadap  predikat  terbaik  menjadi  langkah  penting  dalam  upaya  meningkatkan  kualitas 
pendidikan.  Dengan  mengetahui  siswa  yang  berpotensi  meraih  predikat  terbaik,  institusi 
pendidikan dapat lebih fokus dalam merancang metode pengajaran yang tepat dan strategi 
pembelajaran  yang  terarah.  Langkah  ini  menjadi  kunci  untuk  memastikan  bahwa  proses 
pembelajaran berjalan sesuai dengan tujuan institusi, yaitu menghasilkan siswa yang unggul 
dalam pengetahuan  dan  keterampilan.  Dalam penelitian  ini,  kami  memanfaatkan  algoritma 
C4.5, yang merupakan salah satu metode pohon keputusan paling dikenal dalam data mining, 
untuk  memprediksi  predikat  siswa.  Algoritma  C4.5  terkenal  akan  kemampuannya  dalam 
mengklasifikasi  data  serta  menemukan  pola-pola  tersembunyi  di  dalam  dataset.  Dengan 
pendekatan  ini,  kami  bertujuan  untuk  menganalisis  faktor-faktor  yang  memengaruhi 
keberhasilan siswa sekaligus memberikan wawasan yang dapat dimanfaatkan oleh pendidik 
dan pengelola sekolah. Penelitian ini dilakukan pada siswa di Madrasah Ta’hiliyah Ibrahimy, di 
mana algoritma pohon keputusan diterapkan untuk memprediksi predikat terbaik berdasarkan 
data  akademik  historis.  Dari  eksperimen  ini,  diperoleh  tiga  aturan  atau  pola  yang  dapat 
digunakan untuk memprediksi predikat siswa, dengan tingkat akurasi sebesar 74,17%. Hasil ini 
menunjukkan potensi  besar  dari  pendekatan berbasis  data dalam mendukung pengambilan 
keputusan akademik serta memberikan arah yang lebih jelas dalam merancang intervensi guna 
meningkatkan kinerja siswa di masa depan. 

Kata kunci: C4.5, Pohon Keputusan, Prediksi, Predikat Rapid Maner
 

Abstract
To improve the evaluation process in assessing student progress, predicting the best 

grades  plays  a  crucial  role  in  enhancing  the  quality  of  education.  By  identifying  the  top-
performing  students,  educational  institutions  can  refine  their  teaching  methods  and  create 
targeted strategies to foster better learning outcomes. This step is vital for ensuring that the 
learning process aligns with the institution's goals to produce highly skilled and knowledgeable 
students.  In  this  research,  we focused on utilizing the C4.5 algorithm,  a widely  recognized 
decision tree method in data mining, to predict student achievements. The C4.5 algorithm is 
known for its ability to classify and uncover hidden patterns within datasets, making it a powerful 
tool  for  educational  data  analysis.  Through  this  approach,  we  aim  to  analyze  the  factors 
influencing student success and provide actionable insights for educators and administrators. 
The study was conducted on students from Madrasah Ta’hiliyah Ibrahimy, where we applied the 
decision  tree  algorithm to  predict  the  best  grades based on  historical  academic  data.  The 
experiment resulted in three distinct rules or patterns derived from the data, with an overall 
accuracy of 74.17%. These findings demonstrate the potential  of  data-driven approaches in 
supporting  academic  decision-making  and  guiding  future  interventions  to  further  enhance 
student performance.
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1. Introduction
School is the most important educational medium in Indonesia in developing society to 

be able to have a better life. In Indonesia, there are many schools spread throughout Indonesia 
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to support an even better level of community education.[1] Education is indispensable in the 
development  of  science.  Science  is  useful  for  logical  values,  ethical  values,  and  aesthetic 
values found in humans themselves.[2]

Madrasah  Ta'hiliyah  Ibrahimy  is  an  Islamic  educational  institution  located  at  the 
Salafiyah  Syafi'iyah  Islamic  Boarding  School,  Sukorejo,  Situbondo,  East  Java.  In  general, 
Madrasah Ta'hiliyah Ibrahimy aims to produce a generation that is insightful both in religious 
science, with a strong moral and ethical foundation according to Islamic teachings. To realize 
this,  Madrasah  Ta'hiliyah  Ibrahimy  intensely  conducts  exams  for  students  to  know  the 
development of students' knowledge or skills, besides that it can also be used as evaluation 
material for schools or teachers. Evaluation is the activity of collecting the widest and deepest 
data  related to  student  capabilities  in  order  to  find  out  the causes and consequences and 
learning outcomes of students that can encourage and develop student learning abilities.[3]

Therefore, at Madrasah Ta'hiliyah Ibrahimy Sukorejo by conducting an exam is a very 
important thing in knowing the development of students. From the exam, the students get a 
predicate based on the size of the exam score. The goal is to find out the extent of mastery of  
knowledge by students. The predicate of success is the actual ability of a person in the form of  
mastery of knowledge, attitudes, and skills to achieve the final goal of the learning process.[4]

To  find  out  the  prediction  of  student  rankings,  it  is  by  predicting  using  the  C4.5 
algorithm. The C4.5 data mining algorithm is one of the algorithms used to classify or segment  
or group and is predictive. Classification is one of the processes in data mining that aims to find 
valuable  patterns  from  relatively  large  to  very  large  data.  Data  Mining  is  a  process  of 
automatically searching for useful information in a large data storage area.[5]

The  C4.5  data  mining  algorithm  is  one  of  the  algorithms  of  the  decision  tree.[6] 
Decisions tree is a decision-making method that uses a tree structure to describe and analyze 
the  consequences  of  various  decisions,  this  method  can  be  used  in  data  classification  or 
regression, where data is divided into groups based on certain conditions to estimate the value 
or target category.[7]

This study focuses on the problem of  determining students with the best  academic 
achievements using an appropriate and measurable method. The objective of this research is to 
identify students who achieve the highest grades based on exam score data collected from 
Madrasah Ta'hiliyah Ibrahimy. Through this approach, the findings are expected to serve as 
valuable evaluation material for assessing individual student progress and providing relevant 
insights to improve the quality of the teaching and learning process within the institution.

Furthermore, this study aims to offer a more comprehensive understanding of students' 
positions in the context of academic competition or overall evaluation. Thus, the results not only 
contribute to understanding individual student success but also serve as a strategic reference 
for the school in designing educational policies that are more effective and oriented toward 
optimal academic achievement.

2. Research Methods / Proposed Methods 
Methodology  is  a  theoretical  framework  used  by  the  author  to  analyze,  work 

on/overcome the problems faced. Theoretical frameworks or scientific frameworks are scientific 
methods that will be applied in the implementation of tasks.[8]
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Figure 1. Research Methodology.

The  image  illustrates  the  steps  for  building  a  decision  tree  model  using  the  C4.5 
algorithm. The process begins with data collection, where all necessary information is gathered 
from various sources. Once the data is collected, it undergoes preprocessing, during which the 
data is cleaned to remove errors, such as missing or irrelevant values, to ensure it is ready for 
use.

Next, the processed data moves to the data selection and transformation stage. At this 
step, only important and relevant data is selected, and the data is transformed into a suitable 
format for the algorithm to process. Once the data is prepared, the model is built using the C4.5 
algorithm, which creates a decision tree based on the processed data.

After the decision tree model is built,  it  goes through testing using test data to evaluate 
whether  the  model  can  make  accurate  predictions.  Finally,  the  results  of  the  testing  are 
assessed in the evaluation stage, where the model's performance is measured using various 
metrics, such as accuracy. This evaluation determines whether the model is ready for use or 
requires further improvement. These steps aim to create a reliable model that can assist in 
making accurate data-driven decisions.

3. Literature Study
The initial stage in this study is data collection. The data we get is data in the form of 

Dataset which is in the form of spreedshet at Excel. This is the data that we have obtained.
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Figure 2. Student Grade Data

The displayed data is a student dataset containing comprehensive information such as 
NIM, student name, class, dormitory, afternoon program (main subject), scores from various 
subjects (such as Al-Qur'an, Nahwu, Sharaf, Aqidah, Fiqh, Tajwid, Muhafadhah, and Practice), 
average  scores,  and  student  performance  grades.  This  data  will  be  processed  to  analyze 
student performance based on the obtained scores. The processing involves several stages, 
starting from preprocessing to ensure the data is clean and complete, data selection to extract 
relevant  attributes,  and statistical  processing such as calculating overall  average scores or 
ranking students. Additionally,  this data can be used for modeling, such as classification or 
prediction using specific algorithms like decision trees. The purpose of this processing is to gain 
deeper insights into students' academic performance and the factors influencing it.

3.1. Preprocessing

Text pre-processing is a series of important steps to clean and prepare text data before 
further analysis.[9] Before the data mining process is carried out, the researcher conducts a 
data preprocessing process, which is a stage in the data mining process. Before the dataset is  
processed to produce the expected output.[4]. The following are the stages prepocessing.
a. Prepoccessing

This initial stage is an important step to ensure that the data used in the KDD process is 
(Knowledge Discovery in Database) is accurate and quality data.[10] From the data that has 
been obtained, then the data will be filtered according to the selection criteria that we have set. 
Eliminating duplicate data and unimportant data is something that needs to be done to maintain 
the consistency of the data that will be used in the analysis.
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Figure 3. Dataset Images after preproccessing

b. Transformation
Transformation is the stage of connecting attributes/variables that will later be used to 

predict.[11] In this stage we will change the data in the form of categories to numerical. Below is 
the data that has been transformed.

Table 1. Value Transformation
It Value Predicate
1 >85 Excellent
2 >70 Good
3 >55 Enough
4 >40 Less
5 >0 Very Less

3.2. C4.5 Algorithm Modeling

The C4.5 algorithm is a well-known algorithm used to group data with numerical and 
categorical characteristics. The grouping process generates rules that can be used to predict 
the value of  discrete typical  attributes of  a new record.  The C4.5 algorithm is also an ID3 
algorithm  developed,  which  is  designed  to  address  lost  data,  to  address  continuous  and 
truncated data.[12]

This technique consists of a collection of decision nodes, and connected by branches, 
moving down from the root node until it ends in a leaf node.[13]

To build  a decision tree, we first need to select the attribute that we will use as the root, 
then create a branch for each value, then distribute the cases on the branch, go through the 
process of creating each branch until all  instances on the branch have the same class. The 
highest gain value of the existing attribute will be used for the selection  of  the root  attribute 
according to the Formula according to the Equation in calculating the gain. 

Gain (S , A )=Entropy (S )− ∑
ν∈Values (A )

.
|Sυ|
S
.Entroph y (Sυ )

Where:
S : the dataset on the current node 
A : the attribute that is being calculated
Values(A) : the possible set of values of the A  attribute
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Sv : a subset of S where the attribute A has a value of v
Entropy(S): measures the uncertainty in the group of daa S and is calculated as follows:

Entropy (S )=−∑
i=1

n

pi . log2( pi )

Where:
pi : proportion of examples in class i in  dataset S

3.3. Testing

The testing phase will later produce a decision tree. Decision trees are a well-known 
classification  and  prediction  technique.  Decision  trees  are  capable  of  turning  very  large 
problems  into  decision  trees  with  rules.  With  a  decision  tree,  it  is  easy  to  identify  the 
relationships between the factors that affect the problem and find a good solution by taking 
those factors into account.[14] 

3.4. Evaluation

After producing accuracy, the model is evaluated against the existing prediction results. 
This was done to find out how much accuracy in the form of accuracy results from prediction 
results using the C4.5 algorithm using the Confusion matrix.
Confusion Matrix is a method whose use is to perform accurate calculations on concepts in data 
mining, evaluation using the confusion matrix method produces accuracy, precision and recall 
values.[15]

In  this  data,  there  are  already  several  variables  that  are  useful  for  finding  out  the 
provisions of the predicate criteria that will be obtained by students. Here we plan to categorize 
the predicate of student exam results with several parts, namely, very good, good, enough, less, 
very less.

4. Results and Discussion 
From the data we obtained,  we will  group the exam scores of  Madrasah Ta'hiliyah 

Ibrahimy students, totaling 32 students, based on the following predicate. 

Table 2. Value Transformation
It Predicate Sum
1 Excellent 9
2 Good 23

Then we process or analyze the data with an algorithm or a C.45 method or commonly 
called a decision tree using  rapid maner software as follows.

Figure 4. Decision Tree Experiment Process 
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Figure 5. Results of the Decision Tree Model of the Best Predicate of Madrasah Ta'hiliyah 
Ibrahimy

From the  image above  we can  see  the  decision  tree  model  and  the  experimental 
process using the decision tree, the main purpose of this study is to conduct experiments with 
the C4.5 algorithm in order to produce patterns or rules and in this study 3 rules or patterns are  
obtained, namely:

1. If the nahwu > 76,500 then Very Good (A).
2. If nahwu ≤ 76,500 and fiqh > 95,500, then Very Good (A).
3. If nahwu ≤ 76,500 and fiqh ≤ 95,500, then Good (B).
Then the last stage is to evaluate the decision tree model against the prediction of the 

student's best predicate using the Confussion Matrix and ROC Curva.

Figure 6. Decision Tree C4.5 Experiment Process

From the processing of the cross validation evaluation above, it produced an accuracy 
value of 74.17% and the following is the confusion matrix.

Gambar 7. Model Confusion Matrix

5. Conclusion 
From the results of my research, which aims to determine the development of students in the 
learning process so that it can be used as evaluation material in the future so that it can be 
better, therefore I predict the best predicate for students at Madrasah Ta'hiliyah Ibrahimy in 
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2024 using the Decision Tree algorithm which produces a decision tree based on the student's 
exam score index and factors that can influence the best predicate for students, with an 
accuracy level of 74.17%.
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