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Abstract - Games are considered capable of being used as a learning medium that can help teachers to teach children how to 

pronounce the Indonesian alphabet in early literacy, we try to build one aspect of the game in this study. The approach we use is a 

speech recognition approach that uses the convolutional neural network method. The results of this study indicate that CNN can 

recognize speech, with input data is in the form of sound. We use the MFCC feature vector sound feature to make a 3-dimensional 

matrix of input sound into CNN input. We also use the Sequential CNN architecture made from a simple 10 layer neural network, 

which produces a model with a small size, approximately only about 6 MB, with high accuracy (84%) and an F-Measure of 0.91.  
 

Index Terms— CNN, Indonesian Alphabet, MFCC, Speech Recognition.  

 

I. INTRODUCTION 

Indonesian (Bahasa Indonesia) is a unifying language as 

well as a national language that is used by everyone in 

Indonesia. Bahasa Indonesia is a phonetic language, which 

is a language with a direct relationship between spelling and 

pronunciation. One can look at a written Indonesian word 

and know how to pronounce it, or we can hear an Indonesian 

word and know how to spell it [1]. Early literacy is a learning 

activity that aims to develop children's literacy [2]. This 

activity can be carried out since the child is four years old 

[3], by carrying out various approaches, such as the 

introduction of the sounds of letters and symbols, grammar, 

and vocabulary [4]. The earliest literacy for children is to 

learn to recognize letters or symbols, and try to pronounce it, 

this is a very good start as a basis for children's learning in 

subsequent reading. Although early literacy has an important 

role in children's language development and reading ability. 

Some problems must be resolved to make this process, can 

be carried out properly. As we know, childhood is a time to 

play, so the learning process in early literacy should not 

become a burden for children. 

One approach that can be used to help the process of early 

literacy is to build learning media that can help children feel 
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that the learning process being done is a fun activity or game. 

To build a game that can help children recognize and 

pronounce the alphabet symbols. A computer game system 

is needed with two capabilities. First the game can help the 

process of displaying visuals to recognize symbols. The 

second ability, the game must be able to help the process of 

learning the pronunciation. For the first ability, utilizing 

computer visuals is sufficient to solve symbol recognition 

problems. Coupled with the presence of multimedia devices 

such as speakers, it is very likely the computer game system 

will be able to complete this kind of task. But it is very 

different from the pronunciation ability, the game must be 

able to process user input in the form of sound and perform 

speech recognition. 

Therefore in this study we try to make a game, as a 

learning medium that can help teachers to teach children how 

to pronounce the Indonesian alphabet. The approach we use 

is a speech recognition approach that uses the convolutional 

neural network method. 

II. RELATED WORKS 

Previous studies have shown that several approaches in 

early literacy to solve the problems mentioned above. Fitta 

et al. [5] emphasized that teachers are the most important 
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aspects, so training is needed for teachers to master how to 

introduce the alphabet to children by utilizing learning media 

which they call the alphabet book smart kids.  

Research [2] uses phoneme recognition techniques to help 

learning English. The introduction of the phoneme is part of 

the phonic method used in learning English, especially to 

improve reading skills in children in the early childhood 

education environment. From this study we got information 

that the phonic method can be done as a beginning of 

learning to read for early childhood by introducing symbols 

and the sound of letters. 

Research in [7] and [8] attempted to design an augmented 

reality (AR) educational game application with the aim of 

being both educative and fun in helping to teach the alphabet 

in Indonesian. The results of this study are AR applications 

that display letter characters and examples of the use of 

letters on objects in the environment around children. 

Educational games are indeed a promising way for children's 

learning, this is proven by research [8] that also uses 

interactive puzzle educational games as learning media to 

teach the alphabet. 

In this study we will also use games as a learning medium 

for children to learn the pronunciation of the alphabet. But 

pronunciation is an activity that requires hands-on training, 

so we will try to approach speech recognition in the 

educational game that we have designed.  

Mel Frequency Cepstral Coefficients (MFCC) is one of 

the voice feature extraction techniques that are often used as 

in [9]–[12], MFCC is used to distinguish one sound from 

other sounds. By utilizing classification techniques, we can 

classify MFCC features from voice input to a class that we 

have specified. However, the many variations of sound can 

cause the classification process to look for non-linear 

correlations. To solve non-linear correlations problem many 

researchers try to use machine learning techniques [9]–[16], 

and what is more promising is the classification using deep 

learning techniques. With this in mind, we decided to try the 

deep learning approach (Convolutional Neural Network) on 

the speech recognition module in our educational game 

application. 

III. PROPOSED APPROACH 

The speech recognition approach that we used in this study 

is a Convolutional Neural Network (CNN), CNN is a form 

of artificial neural network that has a 3-dimensional input 

type. Because the sound input that has been extracted using 

the MFCC feature only leaves a 1-dimensional vector shape, 

we have to make a few changes to our feature vector as input 

for CNN.  

We use MFCC feature vectors with size 11, we make it 

constant because CNN cannot process vectors of varying 

sizes although MFCC vectors might vary in size for different 

audio input. For that we have to make an MFCC feature 

vector that uniforms in size. If after the MFCC process is 

obtained more than 11 elements in the extracted feature 

vector then the excess will be removed, whereas if less than 

11 features will be padding by filling in the remaining 

vectors with the number 0.  

The sound input will be sampled with a number of 20 

samples per sound, and we will extract each sample with 

MFCC and give us 11 features, so now we will have a two-

dimensional matrix that represents the number of features 

and sound sampling. This matrix will have a size of 20 × 11. 

By having a 2-dimensional matrix, to make it a 3-

dimensional matrix we only need to change it in the context 

of the program, because a 2-dimensional matrix can be 

considered a 3-dimensional matrix with a depth of 1 (number 

of sound channel that we use). Fig. 1, shows how the process 

of embedding sound into vector shapes we did in this study. 
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Fig. 1. Sound embedding to make an input tensor for CNN 

 

Keep in mind, this method can be done because the type 

of speech recognition we expect in the game is a one-word 

(one pronunciation of the alphabet) recognition type. This 

allows us to simplify our input, without thinking about 

embedding other words in the input sound. The design of the 

game and the use of speech recognition in the game are 

shown in Figure 2 

 To build a speech recognition model (CNN) in this study, 

we had to go through 2 stages before getting the model we 

wanted. The first stage is building training data and the 

second stage is conducting training to build our CNN model. 

To go through these two stages we use 104 sound files, with 

.wav file types, with a maximum duration of 1 second with a 

sample rate of 44100 and a channel of 1. 104 files consist of 

4 files (data) for each of the 26 classes (letters of the 

alphabet). We will use 3 data from each class for training 

data and the remaining 1 data will be used as test data. So 

from 104 data, 75% (78 data) will be used as training data 

and 25% (26 data) will be used as test data. We obtained data 

from [17], [18] and some additional data was taken by 

recording the measured respondents. 
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Fig. 2. Game and speech recognition process 
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IV. RESULT 

Because using CNN we have to consider the model size 

and the resulting classification speed. We did some testing 

and got an architecture that we felt was simple enough to 

reduce the time needed for the classification process while 

maintaining accuracy. We use sequential CNN architecture 

with 10 layer, the architecture can be seen in Table I.  
 

TABLE I 
CNN ARCHITECTURE 

No Layer Type 
Number 

of Filter 

Kernel size / 

Pool Size 

Activation 

1 CONV 32 Kernel = 2 × 2 RELU 

2 CONV 48 Kernel = 2 × 2 RELU 

3 CONV 48 Kernel = 2 × 2 RELU 

4 POOL 
Max 

Pooling 
Pool = 2 × 2  

5 DROPOUT 25%  FLATTEN 

6 DENSE 128  RELU 

7 DROPOUT 25%   

8 DENSE 64  RELU 

9 DROPOUT 40%   

10 DENSE 26  SOFTMAX 

 

We conduct training with as many as 500 epochs of the 

training sound dataset that we have separated with sound 

validation data. We get pretty good accuracy with training 

accuracy reaching 100% and training losses close to 0. Then 

we use the model generated from the training results to 

validate the 26 validation sound data. The training accuracy 

versus loss, plot result can be seen in Fig. 3. Form Fig. 3. We 

get information that before the 250th epoch the accuracy 

value of the training is already close to 100% but the loss 

value is still not convergent, but after the 300th epoch the 

accuracy and loss values begin to converge, and the model 

becomes stable in doing classification. The model itself only 

cost around 6 MB in size and can use to predict 3 second 

length input sound with just around 1 second waiting time. 

 
Fig. 3. Training plot for speech recognition model using CNN 

 

 

After getting the model, we conducted the validation 

process using 26 validation data that had been prepared. 

Because the classification is expected to classify into 26 

classes we will calculate the accuracy, precision, and recall 

of the model we produce using this validation data. For this 

reason, we built the classification confusion matrix from this 

model, the classification confusion matrix can be seen in Fig. 

4. 

 

 
 

Fig. 4. Confusion matrix of validation data classification 

 

From the confusion matrix (Fig.4.) we can calculate the 

model’s accuracy as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑎𝑡𝑎

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑡𝑜 𝑏𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦
 × 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
22

26
 × 100% = 84% 

 

We also want to know, when it predicts something, how 

often is the prediction states correct class, so we need to 

calculate precision of the model as follow: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇. 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹. 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 × 100% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
22

26
 × 100% = 84% 

 

And we cannot forget about the imbalanced classification 

problems, so we need the F Measure, before that, we need 

the recall value of the classification model, we calculate it as 

follow: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇. 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹. 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 × 100% 
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
22

22
 × 100% = 100% 

 

After we get the recall and precision value, we can calculate 

the F Measure of classification model, we use the F1-

Measure to get balance measurement of recall and precision 

using equation as follow: 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
  

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × (0.84 ×  1)

(0.84 + 1)
= 0.91 

 

By getting the F-Measure from the model we know the 

classification performance produced by the model is very 

good (0.91 out of a maximum of 1.00). Then we can 

conclude the model that we built to classify the alphabet 

pronunciation is good enough and can be implemented in the 

game. 

V. CONCLUSION 

This study shows that CNN is capable of recognizing 

speech, with data in the form of sound. The data must go 

through several stages to become a tensor, in general sound 

data and tensor is alike and can be changed without losing 

the meaning of the sound. We also found a sequential CNN 

architecture that can give small size model around 6 MB with 

accuracy of 84% which is high, with an additional F-Measure 

value reaching 0.91 to ensure that voice recognition can be 

done using this model.  

Although this approach and model has a high success in 

recognizing sounds, but it needs to be recalled, this model is 

only a model used to recognize a word, so this model cannot 

be used to recognize sentences. This opens up opportunities 

for further research that the CNN approach can also be used 

to do speech recognition, perhaps some changes must be 

made so that CNN can recognize longer and more complex 

sounds.  
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