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Abstract - A database can consist of numerical and non-numerical attributes. However, several data processing algorithms, such 

as K-means clustering, can be used only in a dataset with numerical attributes. Data generalization by using Naïve Bayes and K- 

means clustering methods is usually employed WEKA (Waikato environment for knowledge analysis) application. Although the 

strength of WEKA lies in increasingly complete and sophisticated algorithms, the success of data mining still lies in the knowledge 

factor of the human implementer. The task of collecting high-quality data and knowledge of modeling and the use of appropriate 

algorithms is needed to guarantee the accuracy of the expected formulations. In this paper, we propose a simple web-based 

application that can be used like WEKA. The methodology used in this study includes several stages. The first stage is the 

preparation of data, which is the tic-tac-toe game dataset that is converted to CSV (comma-separated values) format. The next 

stage is the process of modifying data from non-numeric to numeric, specifically for clustering with the K-means algorithm. 

Afterward, the calculation of the distance between data is conducted and followed by data clustering. The final stage is the summary 

of these processes and results. From the experimental results, it was found that clustering can be done on categorical attributes that 

are transformed first into the numerical form using web-based applications. 
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I. INTRODUCTION 

DVANCES in information technology has progressed 

rapidly in all fields of life. Lots of data generated by 

sophisticated information technology, ranging from industry, 

economics, science and technology, and various other fields 

[1]. Clustering is one of the popular data processing methods 

that have been used in various research fields, ranging from 

artificial intelligence, neural network technology, pattern 

recognition,  and  image  processing.  Clustering  can  be 

interpreted as a process of sorting a dataset into separate 

cluster groups and in which each cluster has something in 

common  [2].  Clustering  can  also  mean  a  method  for 

collecting data in the form of unsupervised data mining, 

whose purpose is to separate an entire dataset into several 

clusters  which  is  smaller  in  size.  One  of  the  popular 

clustering methods is the K-means algorithm [3]. K-means 

algorithm can be used for a dataset with numerical attributes. 

However, in reality, a database can consist of numerical and 

non-numerical attributes. 

Another popular data processing method is clustering by 

using Naïve Bayes. Naïve Bayes is a simple probabilistic- 

based prediction technique that is based on the application of 

Bayes theorem or rule with a strong independence 

assumption on its features [4]. Data generalization by using 

Naïve Bayes and K-means clustering methods is usually 

employed WEKA (Waikato environment for knowledge 

analysis) application [5]. Although the strength of WEKA 

lies in increasingly complex and sophisticated algorithms, 

the success of data mining still lies in the knowledge factor 

of the human implementer. The task of collecting high- 

quality data and knowledge of modeling and the use of 

appropriate algorithms is needed to guarantee the accuracy 

of the expected formulations [6]. 

In this paper, we propose a web-based application for 

clustering a tic-tac-toe game dataset by using Naïve Bayes 

and K-means clustering. This application transforms the 

input non-numerical dataset into a numerical dataset, 

therefore it can be used for clustering by using the K-means 

algorithm. 

 

 
II. LITERATURE REVIEW 

 

A.  Data Mining 

Data mining is a process that uses statistical techniques, 

mathematics, artificial intelligence, and machine learning to 

extract and identify useful information and related 

knowledge from various large databases. According to 

Turban, et al. (2005), data mining can be divided into several 
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groups based on its task, which are [7]: 

- Description: Sometimes researchers and analysis simply 

want to try to find ways to describe the patterns and 

trends contained in the data. 

- Estimation: Estimation is similar to classification, 

except that the target variable is usually numerical. 

- Prediction: Prediction is similar to classification and 

estimation, except that prediction gives a result that will 

be in the future. 

- Classification: The target variable in classification is 

usually categorical. 

- Clustering: Clustering is an unsupervised method for 

finding and grouping data that has similar characteristics. 

- Association: The task of association in data mining is 

A and B is: 

𝑑𝐴𝐵  = √(0 − 7)2 + (3 − 6)2 + (4 − 3)2 + (5 − (−1))2 

𝑑𝐴𝐵  = √49 + 9 + 1 + 36 

𝑑𝐴𝐵  = 9.747 
D.  Accuracy 

The accuracy of the predicted results can be calculated 

when the amount of data that is classified correctly or 

incorrectly is known [14]. The formula to calculate accuracy 

is as follows: 
𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 

finding attributes that appear at a time. In the business 

world, it is more commonly called shopping basket 

analysis. 

B.  Naïve Bayes Algorithm 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

= 

(3) 

𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 
 

III. METHODOLOGY 

Naïve Bayes is a statistical classification method that can 

be used to predict the probability of membership in a class 

[8]. Naïve Bayes is based on the Bayes theorem which has 

classification capabilities similar to decision trees and neural 

networks. Naïve Bayes has proven to have high accuracy and 

speed when applied to databases with large data [9]. Naïve 

Bayes' prediction is based on the Bayes theorem formula as 

follows [10][11]: 

A.  System Design 

The developed system is used to test the tic-tac-toe game 

dataset using the Naïve Bayes algorithm and K-means 

clustering. The design of the proposed system is shown in 

Figure 1. 

𝑃(𝐻|𝑋) = 
 𝑃 ( 𝑋 |𝐻 ) 𝑃 ( 𝐻 

) 

𝑃(𝑋) 

 

  

(1) 

C.   K-means Algorithm 

The K-means algorithm is one of the clustering algorithms 

that is the most commonly used in various applications [12]. 

This algorithm is used for grouping data based on its attribute 

value into as many as k clusters. The K-means algorithm is 

as follows [13]: 

1. Set  the  number  of  k  which represent  the  number  of 

clusters that will be formed, 

2. Select k number of data randomly that will be used as the 

center of the clusters (centroid), 

3. Determine the membership of a cluster by collecting data 

that is close to the centroid, 

4. Update the centroid of each cluster by averaging the 

value of data that belong to the cluster, 

5. Repeat steps 3-4 until the centroid of all the clusters is 

not changing anymore. 

The distance between a data point and the centroid of a 

cluster is usually measured by using Euclidean distance. 

Euclidean distance calculates the square root of the 

difference of the attribute’s value from a pair of data, using 

the following formula: 

Figure 1. The design of the proposed system. 

 

B. Data Preparation 

The data that will be used for this research is the tic-tac- 

toe game dataset. In general, analyzing the tic-tac-toe game 

dataset use an application such as WEKA. However, in this 

study, we propose a new simple web-based application that 

can be used like WEKA. The tic-tac-toe game dataset is 

usually a file with an .arff extension, such as shown in Figure 

2. For this application, the .arff file must be converted into a 

file with the .csv extension to be uploaded to the database. 

The example of the converted .csv file is shown in Figure 3. 

C. Binning Process 

The binning process is also called the normalization 

process, which is the process of transforming values from 

non-numerical data into numerical data that can be calculated 

[15]. This calculation process is needed in implementing the 

K-means algorithm for the process of data clustering. The used dataset is the tic-tac-toe game dataset. The tic- 
tac-toe game is a classic board-type game with a 3×3 board. 
Board-game is a game with pieces that are placed on top, 

𝑑𝑖𝑗   = √∑𝑁     (𝑥   − 𝑥  ) 
(2) moved from or moved on a special surface, which is called 

as board [16]. In the tic-tac-toe game, there are nine rooms 

The example of Euclidean distance measurement is as 

follows. If data A has the value of (0, 3, 4, 5) and data B has 

the value of (7, 6, 3, -1), then the Euclidean distance between 

(3×3) in the shape of a rectangular box (pawns). This game 
uses two-player symbols, ‘X’ or ‘O’, whereas if they do not 
contain both, a symbol B [17]. To make it easier to process 
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Figure 2. The tic-tac-toe game dataset with .arff extension 

 
 

 
 

Figure 3. The tic-tac-toe game dataset that has been transformed into .csv 

extension 

 
 

 
 

Figure 5. The user interface for importing tic-tac-toe game dataset 
 

submenu is used to display the results of the data 

classification process by using Naïve Bayes Algorithm. The 

user interface of the web-based application for the 

classification process by using the Naïve Bayes algorithm is 

shown in Figure 6. 

 

the by using K-means clustering, the data must be changed 

with the following rules: 

1. The value ‘X’ is converted into number 1, 

2. The value ‘O’ is converted into number 2, 

3. The value ‘B’ is converted into number 0. 

In the binning process for the K-means clustering, the data 

with the .csv extension will be transformed as shown in 

Figure 4. 
 

 
 

Figure 4. The tic-tac-toe game dataset that has been transformed into .csv 

extension and has been through the binning process 

 

D. Data Processing 

The sample data of the tic-tac-toe game dataset, which has 

been converted to the CSV file, will be tested in a web-based 

application that has been made. The stages of the data 

processing include importing data, the Naïve Bayes 

algorithm, and the K-means algorithm. 

1. Importing Data 

The user needs to import the CSV data into the web-based 

application for further processing. The user interface of the 

web-based application for the import process is shown in 

Figure 5. 

2. Naïve Bayes Algorithm 

The “Classify” menu that leads to the “Naïve Bayes” 

 
Figure 6. The user interface for the process of result of classification by 

using Naïve Bayes algorithm 

 
3. K-means Clustering Algorithm 

The “Classify” menu that leads to the “K-means” submenu 

is used to display the results of the data clustering process by 

using the K-means algorithm. The calculation phase for 

clustering is different from the classification because 

clustering can only be used if the data is numeric. Therefore 

the tic-tac-toe game dataset which initially has non- 

numerical attributes must be changed first to the numerical 

attributes in the binning process, which result can be seen as 

in Figure 7. 



The result of the centroid selection can be seen in Figure 

8. If the centroid of each cluster has been selected, the result 

of the K-means algorithm for the tic-tac-toe game dataset is 

shown in Figure 9. 
 

 

Figure 7. The result of binning process 

 

 
 

Figure 8. The selected centroid of each cluster 

 
 

 
Figure 9. The analisis result of the tic-tac-toe game dataset by using K- 

means clustering algorithm 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑑𝑎𝑡𝑎 = 
103 

= 0.36 

287 

2. Calculate the probability of each attribute for the positive 
data, for example: 

𝑇𝑜𝑝 − 𝑙𝑒𝑓𝑡 =  
81   

= 0.44 

184 

𝑇𝑜𝑝 − 𝑚𝑖𝑑𝑑𝑙𝑒 =  
77   

= 0.42 

184 

𝑀𝑖𝑑𝑑𝑙𝑒 − 𝑙𝑒𝑓𝑡 =  
79   

= 0.43 

184 

3. Multiply  the  probability  of  each  attribute  to  obtain 
positive prior. 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑖𝑜𝑟 = 0.44 × 0.42 × 0.43 × … 
4. Multiply the positive prior with the positive data to obtain 

the positive prediction. 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 1.56 × 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑝𝑟𝑖𝑜𝑟 
5. Repeat  steps 2-4  for  the  negative  data  to  obtain  the 

negative prediction. 

6. If the value of positive prediction is bigger than the value 

of negative prediction, then the final prediction is positive 

and vice versa. 

7. If the experiments are done, for example, for 4 times with 

different data, then the accuracy value can be measured 

by using Equation (3). 

A. Experiment on Naïve Bayes 

In this experiment, only 30% of the data is used. The 

number of selected data is between 287 – 300 data, and the 

results are shown in Figure 10 – Figure 13, respectively. The 

experimental result by using 30% of the data records is 

shown in Table 1, therefore the accuracy value can be 

calculated as follows. The classification of 30% of tic-tac-toe 

dataset by using Naïve Bayes algorithm gives 100% 

accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
4 

× 100% = 100% 

4 
 

IV. EXPERIMENTAL RESULTS 

The experiments will be conducted by using the 30%, 

TABLE I 
THE EXPERIMENTAL RESULT OF NAÏVE BAYES CLASSIFICATION USING 30% 

OF THE DATA 
 

The number of data Prediction 

70%, 100% data in the dataset as the test set. The result of    

the system will be compared with the original data therefore 

the accuracy of the system in each experiment can be 

calculated. The accuracy of the system is calculated as 

follows: 

1. Calculate the probability of positive and negative data. If 

the experiment is conducted by using 30% of the data, 

which is about 287-300 data. If we use 287 data, the 

number of positive data is 184, and the number of 

negative data is 103, then the probability of the positive 

and negative data can be calculated as: 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑎𝑡𝑎 = 
184 

= 0.64 

287 

287 Positive 
288 Positive 

191 Positive 

300 Positive 
 

 

 

B. Experiment on K-means Clustering 

This experiment used 30 data records for clustering the 

data into 3 and 4 clusters. The example of the 30 data records 

and the centroid of each cluster is shown in Figure 14. The 

analysis of the data using 3 and 4 clusters can be seen in 

Figure 15 and Figure 16, respectively. It can be seen from the 

experimental results using 30  data records that  the  first 

cluster is more dominant because it consists of 60% of data. 
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Figure 10. Experiment using 30% of the data with the total of 287 data 

 
 

 
 

Figure 11. Experiment using 30% of the data with the total of 288 data 

 
 

 
 

Figure 12. Experiment using 30% of the data with the total of 191 data 

 
 

 
 

Figure 13. Experiment using 30% of the data with the total of 300 data 

 

 
 

Figure 14. The 30 data records and the selected centroid of each cluster 

 
 

 
 

Figure 15. The analysis of the 30 data records by using 3 clusters 

 
 

 
 

Figure 16. The analysis of the 30 data records by using 4 clusters 

 
But when the number of clusters is added, the amount of data 

in cluster 1 is reduced to 38%. 

It can also be seen that by using 3 clusters, the program 

iterates 3 times, but by using the same data and with 4 cluster 

analysis, the program iterates 6 times. Therefore, it can be 

concluded that the bigger the number of the cluster used, the 

longer it takes for the system to analyze the data [18]. 

 

 
V. CONCLUSION 

From the experimental results of Naïve Bayes 

classification by using 30%, 70%, and 100% of the dataset, 

we can make a comparison table of appearance rates for each 

object “X”, “O”, “B” as in Table 2. From Table 2 we can 

conclude that: 1) the more data the probability of the 

appearance of an object is lower; 2) by using 70% and 100% 

data, the probability value appears the same, but the 

percentage of the probability is different because when 

viewed from the 30% and 70% data the image is influenced 

by the negative value of the object (data mismatch) so that 

the greater the data the more the error value / negative objects 

in a data series. 



TABLE II 

   THE COMPARISON OF APPEARANCE RATES OF OBJECT “X”, “O”, AND “B” 
[14] Indraswari, R., Herulambang, W., Rokhana, R., “Melanoma 

classification using automatic region growing for image 

segmentation,” in Proceeding ICTA 2017 UBHARA Surabaya, pp. 
 

 

 

 
 

 

 

From the experimental results of K-means clustering 

algorithm, we can conclude that: 1) the more data that is 

analyzed the longer the required computational time and also 

the higher the needed hardware resource specification; 2) 

with the same amount of data, computing time is also 

influenced by  the number of clusters formed  because it 

affects the number of iterations that the system  does to 

cluster. 

In this research, the use of the Naïve Bayes and K-means 

algorithm to determine the probability value of objects in the 

tic-tac-toe game has been discussed. It is expected that for 

future work, a comparison of other methods both in terms of 

classification and clustering algorithm can be conducted. 

Therefore, the advantages of each method can be determined. 
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