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Abstract - High school is an educational institution that has directed students to concentrate or learn more in the field of science 

in accordance with the academic abilities of the students concerned. Generally the top high school has 3 department intended for 

students when climbing levels from grade 1 to grade 2, namely majors in Science, Social Sciences and Language. Nowadays with 

a growing human population, the number of students enrolled in a school is quite large, with the number generally in public schools 

30 to 40 students per class. With the large number of students this will provide difficulties to determine the direction of each student 

if done manually. With this problem the researcher implements an EM (Expectation Maximization) method, this method is chosen 

because of its ability to get the highest probability value and can find the optimal parameters even though the available available 

map is incomplete or lacking. Using this method will make it easier for a school institution to determine the right direction for 

students. 
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I. INTRODUCTION1 

THE decision of department in major high school 

is very important to the students. The problem of 

choosing majors for high school students can be 

solved by various methods in the realm of 

computer science [1], [2], [3]. It is possible that 

unrecorded data in making departmental decision 

making for high school students arises because of 

the large amount of data processed. The missing 

value problem can be overcome by the EM 

(Expectation Maximation) algorithm [4], [5].  In 

the research of L. R. Sirait and A. P. Kurniati 

(2013) the use of the EM algorithm is able to 

handle data well which has missing value. This can 

                                                 
1 

be seen from the value of the NRMSE 

performance [4]. From these studies, GAP was 

found to utilize the Expectation Maximization 

algorithm in the problem of selecting high school 

student majors. The contribution of this study is to 

introduce the Expectation Maximization algorithm 

in solving the problem of choosing majors in high 

schools. This study consisted of 5 sections, 

research method and discussion is applied in 

sections III and IV until concluding with the 

conclusions of this study in section V. 

 

II. LITERATURE 

A. Clustering Algorithm Overview 

Clustering can be considered as the most 

important learning problem that is not found, and 

 



like every other problem of this kind it aims to find 

structures (intrinsic groupings) in data sets that are 

not labeled. Therefore clusters are a collection of 

'similar' objects between each other and 'different' 

with objects belonging to other clusters. Another 

type of grouping is conceptual grouping where two 

or more objects are considered to belong to the 

same cluster if they define a general concept for all 

these objects. That is, objects are grouped 

according to their suitability with descriptive 

concepts, not according to the simple measure of 

similarity. An important question is how to decide 

what is a good grouping, because it is generally 

recognized that there is no absolute 'best' criterion 

that will be independent of the final goal of 

grouping. As a result, it is users who must provide 

the criteria that best suits their particular needs, 

and the results of the grouping algorithms can be 

interpreted differently[6]. 

 

B. EM (Expectation Maximization) Method 

 Definition (Hogg, McKean and Craig, 2005) 

The EM algorithm was first introduced by 

Dempster, Laird, and Rubin in 1977. Broadly 

speaking, the EM algorithm is an algorithm for 

estimating a parameter in a function using MLE, 

where the function contains incomplete data. EM 

algorithm is a process that is divided into two 

steps, namely : 

 Expectation (E-step) 

Search for expectation values for the 

likelihood function based on observed 

variables. 

 Maximization (M-Step) 

Search for MLE from parameters by 

maximizing the likelihood expectation 

generated from the E-step. 

The parameters generated from the M-step will be 

reused for the next step, and this step will be 

repeated until it gives a convergent value and is an 

estimator of a parameter[8]. 

III. RESEARCH METHODS 

A. Data Source 

Sources of data in the implementation of this 

study are dummy data created by researchers who 

adjust the actual state of the assessment of 

students' academic abilities to the direction that 

will be determined from the school. 

B. Research Method 

The method and research flow in this study can 

be described as follows: 

 

 
 

Figure 1. Research Method Flowchart 

 

The study began with a literature study of the 

theories supporting the application of the EM 

method with 3 steps to process data. The 

implementation of the 3 steps of the EM method 

on the object data then the final results are obtained 

with the accuracy of determining the student's 

majors. 

IV. IMPLEMENTATION AND RESULTS 

A. Implementation Expectation Maximization 

Method 

The implementation of the EM method is 

divided into 3 steps, with the workflow process in 

Fig.2, where the initial process is done by inputting 

all student values. 
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Figure 2. Steps of EM Method 

1. Preprocessing 

At this stage is the stage of searching the 

average value of students for the whole 

subject and grouping them in 3 types of 

values according to the available 

departments, namely the value of science, 

social studies and language. 

 
Table 1. Average score of students 

Student Science Social 

Science 

Language 

Student A  50 60 70 

Student B  65 80 73 

Student C  72 70 65 

Student D  83 65 80 

Student E  40 82 73 

Student F  95 71 85 

Student G  60 74 96 

Student H  75 75 92 

Student I  83 55 70 

Student J  91 60 65 

 

2. Clustering 

At the stage of trapping, students will be 

grouped based on the average value 

obtained at the preprocessing stage. The 

results of this process are only temporary 

groupings based on average scores. 

 

3. Labeling 

At this stage will be grouped using the EM 

method, students will be grouped based on 

the average value obtained, with the 

highest standard probability of 70 each 

department. This probability standard is 

determined based on the standard of 

acceptance of majors in general in public 

schools. So that in this study the 

probability value is static. 

 

The following are some of the grouping 

processes in the EM method : 

1. Guess Model Parameter  

Determine the probability value of data for 

a cluster. To determine the qmk and αk 

parameter values. 

 

 
 

2. Expectation 

Determines the total probability value of 

the cluster and then determines 

Frequency Counts. 

 

 
 

3. Maximization 

The probability value term m to a cluster 

where the term m is a member of a 

document n. 

 

 
 

Then repeat steps 2 and 3 until the Convergence 

/ cluster probability data values are Convergence. 

 
Table 2. Result clustering using EM method 

 

Science (7) 

Student D 83 65 80 

Student I 83 55 70 

Student K 92 91 55 

Student L 76 80 59 



Student Q 82 50 80 

Student R 81 65 88 

Student T 77 71 55 

 

Social Science (6) 

Student B 65 80 73 

Student C 72 70 65 

Student E 40 82 73 

Student O 63 79 69 

Student P 58 93 76 

Student S 76 74 70 

 

Language (7) 

Student A 50 60 70 

Student F 95 71 85 

Student G 60 74 96 

Student H 75 75 92 

Student J 91 60 65 

Student M 75 65 74 

Student N 74 76 89 

 

 

V. CONCLUSION 

From the results of the implementation of the 

EM method on the determination of high school 

majors two conclusions can be drawn. The first is 

based on the standard value of majors by 70, 

obtained by the level of accuracy of the data 

grouping of 95% and based on the grouping of the 

magnitude of student scores on majors, the use of 

the EM algorithm has a grouping accuracy rate of 

65%. 
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