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Abstract - Optimized costs could increase hotel revenue. However, based on observations, there are various methods that can be 

used in cost optimization, this indicating the possibility that there are other methods that can be used for this purpose. This study 

aims to propose application of data mining using the K-Nearest Neighbor (KNN) method to optimize costs by classifying 

feasibility of addition of raw materials for food and beverages based on data such as number of requests, supplies, usage, and 

purchases. Data used in this study is raw materials data for hotel food and beverage during January and February 2019 which 

amount to 152 data. Furthermore, data cleaning process applied to eliminate incomplete and duplicated data. This process 

produces 99 data that has been clean. Based on results of application and testing of the KNN method using confusion matrix, it is 

known that the value of k = 3 gives the best classification accuracy results of 80%. Then the classification results are represented 

in the form of graphs that are used as a basis for consideration of cost control. Based on this study, it was concluded that data 

mining using KNN method can be used in optimization of Hotel's Food and Beverage Costs. 

 
Index Terms—Costs Optimization, Data Mining, K-Nearest Neighbor, Confusion Matrix.  

 

 

I. INTRODUCTION1 

PTIMIZING food and beverage costs is a concern for 

every company that presents food and beverage, 

including hotels. Hotel revenue can be increased if 

unnecessary expenses can be anticipated. In research [1]-

[5], [14] which discusses cost optimization, it is known that 

there are various methods that can be used in cost 

optimization in a process. This indicates possibility that 

there are other methods can be used for cost optimization. 

Due that, it’s necessary to know bases used to determine the 

method in cost optimization. 

 To begin, from research [1] - [5] authors found that cost 

optimization can be done if the data such as number of 

requests [3], [4] stocks [1], [5], usage [2], and purchases 

data [1], [5] is known. Author concludes that the main 

points are in the data. Furthermore, research [6], [7] gave an 

idea about method in optimization hotel's food and beverage 

costs using data mining by classifying the feasibility 

of adding of raw materials for food and beverage based on 

data such as number of requests, supplies, usage, purchases, 

 

 
 

hotel occupancy. Classification method used is K-Nearest 

Neighbor (KNN) method which according to research [8], 

[9] found that the KNN method is better than other data 

mining methods through performance comparison testing in 

a case. Based on that, purpose of this study is to apply and 

test the application of data mining in optimization of hotel's 

food and beverage costs by classifying the feasibility 

of adding of raw materials for food and beverage using 

the KNN method. 

 The next section explains literature review. then in 

section III describes research methodology. Next, in section 

IV describes application dan testing of KNN method. Then 

based on these results, conclusions are given in section V 

II. LITERATURE REVIEW 

To find out methods that can be used in optimization of 

hotel's food and beverage costs, authors conducted a study 

on the literature with a discussion of cost optimization. As 

mentioned above, several previous studies have shown that 

there are various methods that have been used for cost 

optimization. For example, study of Azizah & Oesman [1] 

discussed how to optimize the cost of product distribution 

using the Saving Matrix and Generalized Assignment 

approach, then Pratiwie et al. [2] discussed how to optimize 
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the cost of meeting nutritional needs using genetic 

algorithms, Ali et al. [3] discussed how to optimize the cost 

of road construction maintenance projects using the 

stepping stone method, and study of priyo and paridi [4] 

discussed how to optimize the cost and time of construction 

projects in building construction using the Time Cost Trade 

Off method. This indicates possibility that there are other 

methods that can be used in cost optimization. 

Furthermore, research leads to the purpose to know the 

bases used to determine method in cost optimization. Based 

on research [3], [4] it is known that optimization of costs 

can be done if the number of requests is known, in the study 

explained that the number of requests data can show the 

urgency of an item, so that the supply of goods can be 

monitored and costs can be allocated optimally . Then from 

research [1], [5] it is known that data on the amount of 

stocks and purchases must also be known to be able to 

optimize costs. By knowing the amount of stock, it can be 

estimated that the purchase of goods is needed or not, so 

that excessive expenditure can be reduced. Furthermore, 

from the research [2] it is known that in addition to the data 

mentioned earlier, data on the amount of usage must also be 

known. This is because if the amount of usage is known 

then the movement of an item can be identified, whether the 

item includes goods with fast moving or slow moving. So 

that, procurement of goods can be planned better. Based on 

this, the authors conclude that the main point to be able to 

determine the method in cost optimization is in the data. 

Based on these findings, authors then studied other 

literature to find other methods that can be used for cost 

optimization, where research [6] [7] gave an idea to applied 

data mining in optimization of hotels food and beverage 

costs by classifying the feasibility of adding of raw material 

for food and beverage based on data such as number of 

requests, supplies, usage, and purchases. Furthermore, 

classification method used in this study is the K-Nearest 

Neighbor (KNN) method. This method was chosen based 

on research [8] which conducted a performance comparison 

test between KNN and Support Vector Machines (SVM) for 

classification of diabetes. The study found that performance 

of KNN was better than SVM. Next is research [9] which 

conducted a performance comparison test between KNN 

and Naïve Bayes for classification of work status data. The 

study found that performance of the KNN was better than 

Naïve Bayes. 

III. METHODOLOGY 

A. Research  Location 

The research took place at the Mercure Bali Nusa Dua 

Hotel, in the accounting department cost control section  

B. Data collection methods 

--Interview, conducted to Mr. Hery Suryawan as person 

in charge of cost control section of Mercure Bali Nusa Dua 

Hotel. This method obtained raw material data for hotel 

food and beverage during January and February 2019, 

furthermore this data will be used as data sets. 

--Observation, conducted in daily cost monitoring 

process. This method obtained procedure for monitoring 

costs including checking number of sales, supplies, usage, 

and number of purchases 

--Literature review, conducted in the literature related to 

data mining, especially the KNN method. This method 

obtained theory, how to applied and how to test KNN 

method 

C. Data Preparation 

 Data preparation is carried out in three stages as follows 

[10] - [12]; 

--Data Selection, data obtained from previous stage is 

selected according to the research needs. 

--Data cleaning, at this stage, the selected data is 

checked to ensure that data is unique (not duplicated) and 

complete (all data has value) 

--Creation of New Data, cleaned data (unique and 

complete), arranged in new table for the application of the 

KNN method 

D. Method Application and Testing 

Application and testing of KNN method is applied to 

training data obtained from data sets, namely raw material 

data for hotel's food and beverage during January and 

February 2019. KNN method is applied and tested through 

the following stages [11]: 

--Determination of K value, K value used in this study is 

K = 3, K = 4 and K = 5 

--Calculation of distance between data evaluated with 

training data, calculation of distance is done using the 

following formula [12]: 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √∑(𝑋𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖 − 𝑋𝑇𝑒𝑠𝑡𝑖𝑛𝑔)

2
𝑛

𝑖=1

……… . . (1) 

With; 

𝑋𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖   = Training data of-i, 

𝑋𝑇𝑒𝑠𝑡𝑖𝑛𝑔  = Data to be evaluated 

i  = Training Data 

n  = Total of Training Data 

 --Determining the closest neighbors as much as K value, 

after the distance between all training data and data to be 

evaluated has been obtained, then the closest neighbors as 

much as K value is determined 

 --Accuracy testing with confusion matrix, in confusion 

matrix, accuracy can be calculated by knowing the value of 

TP (actual data is positive, classification data is positive), 

TN (actual data is negative, classification data is negative), 

FP (actual data is negative, classification data is positive), 

and FN (actual data is positive, classification data is 

negative) [13]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100%…… . (2) 
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E. Results Analysis 

 At this stage method results are represented in graphical 

form to determine the cost of raw materials between food 

and beverages during the January and February 2019 

periods which must be controlled so that strategies for cost 

optimization can be proposed 

IV. APPLICATION AND TESTING 

A. Data Selection 

Data used in this study are data from stock report, 

purchases, sales and occupancy during January and 

February 2019 with total amount of 152 data. Details can be 

seen as follow 

 

 
 

Fig. 1. Datasets January 2019 

 

 
 
Fig. 2. Datasets February 2019 

B. Data Cleaning 

Data cleaning is performed to ensure that datasets is 

complete and no duplicated data. This process reduces the 

amount of dataset to 99 data 

 

 
 
Fig. 3. Cleaned Datasets January 2019 

 

 
 
Fig. 4. Cleaned Datasets February 2019 

C. Creation of New Data 

Cleaned data is arranged into a new table with the 

addition of the "Status" field which indicates the feasibility 

of adding of the item. The status given to each data is 

determined by cost control section of Mercure Bali Nusa 

Dua Hotel 

 

 
 
Fig. 5. New Datasets January 2019 

 
 
Fig. 6. New Datasets February 2019 

 

D. Application and Testing of KNN Method 

To find the most optimal K value, KNN method was 

applied to the January datasets which were divided into 30 

training data and 20 testing data. As mentioned above, the 

K value used in this study is K = 3, K = 5, and K = 7. 

Method application obtained results as follows 

 

 
 

Fig. 7. KNN Application Result with K = 3 

 



 
 

Fig. 8. KNN Application Result with K = 5 

 

 
 

Fig. 9. KNN Application Result with K = 7 

 

Furthermore, classification accuracy is measured using 

confusion matrix and obtained results as follows 

 

 
 

Fig. 10. Classification Accuracy Results 

 

Based on these results, it is known that K = 3 gives the 

best classification accuracy results which is 80%. So that K 

= 3 is stated to be the most optimal K value among those 

three options. Furthermore, K = 3 is used for application of 

KNN method in February data 

E. Results Analysis 

After KNN method is applied to all datasets, then data 

that classified as not feasible is represented as graphic as 

follows: 

 

 
 
Fig. 11. Classified Not Feasible Data  

Graph shows that data with the biggest not feasible 

classification on January data is on food raw material which 

is 14 data from a total of 20 classification data and data with 

the biggest not feasible classification on February data is on 

beverage raw material which is 13 data from 25 

classification data. So that, to be able to optimize costs it is 

recommended that cost control to be focused on raw 

materials for both food and beverages that have the biggest 

not feasible classification data based on results of KNN 

method application 

V. CONCLUSION 

Based on above description, it can be concluded that 

KNN method can be used for classify feasibility of adding 

of raw material for food and beverage with classification 

accuracy of 80%. To optimize costs, cost control should be 

focused on raw materials for both food and beverages that 

have the biggest not feasible classification based on results 

of KNN method application. 
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