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Abstract— With the number of existing data, would have 

difficulty in doing the classification and the classification of the 

existing data. To resolve the issue, one way to do clustering is 

with data mining using clustering technique. The purpose of this 

research is the importance of knowing the pattern of the 

production of an industry that can provide the decision and the 

construction of clustering patterns for development and 

industrial progress. The results of this research can provide 

recommendations to improve the development of industry, help 

the owners of industry to develop the industry to an increase in 

the number of production and product quality, improve the 

competitiveness of the owner of the industry in developing its 

products. In this research will use the K-Medoids algorithm for 

data grouping of the industry so that it will be found the 

information that can be used for the recommendations of the 

improvement of marketing. The results of clustering with the 

number of cluster 3 produces the first group contains 85 

members, the second group contains 222 members and the third 

group numbered 3 members. The third group are classified as 

productive because it has a combination of the value of the 

production of the most high the results of clustering have the 

quality of purity worth 1 means good cluster quality. 

 
Index Terms— Cluster, K-Medoid, Marketing Strategy  

 

I. INTRODUCTION 

Along with the development of technology that increases 

produce a great amount of data. It trigger to collect and 

process a large amount of data to a more accurate and faster. 

With the development of the data warehouse, data min-ing 

become very attracted the attention of industry information in 

the past few years is due to the availability of a large amount 

of data and the greater the need to change the data become 

information and knowledge that useful.  

Take advantage of the grouping of the data manually or 

done by the man of course has some limitations especially 

accommodate the data enough to grouped. Besides that does 

not close the possibility of an error occurred in the conduct of 

the grouping of data. To resolve the issue, one way to do 

clustering is with Data Mining using Clustering technique. In 

this paper will be discussed about one of the data mining 

techniques namely clustering.  

Data mining is needed in the search for important 

information from the existing handicrafts data over the years. 

Through data mining, important patterns of handicraft data 

obtained. A large amount of data can be analyzed with data 

mining. Data division of a large amount of handicrafts using 

clustering technique.  

This research uses clustering k-medoid method. This 

research uses quantitative research method because it uses the 

data in the Provincial Industry and Trade of Bali Province. 

II. STUDI LITERATURE 

A. Industry 

The industry is regarding all human activities in the field of 

the economy that are productive and commercial. According 

to Arsyad (2007) industrial development is a function of the 

main purpose of the welfare of the people is not a independent 

activities for just physical reached only. The industrial sector 

is believed as a sector that can lead other sectors in an 

economy toward advancement.  

In his book that in the paper by Dumairy (Dumairy, 2009) 

industrial products always have the basis of exchange rate 

(term of trade) that high or more profitable and create added 

value is greater than the other sector products. In Figure 1 is 

the importance of creative industries[1]. 

 

 

 Fig. 1 The Importance of Creative Industries 

Creative industry is the industry that is derived from the 

utilization of creativity, skills and the talent of the individual 

to create prosperity and jobs with produce and exploit the 

power of creation and the power of the individual copyright 
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notice[2]. 

B. Data Mining 

Data mining are activities extract or mine knowledge from 

large amounts of data, this information will be very useful for 

the development. Data mining aims to find the patterns and 

rules that is found in the data from the pattern and the rule can 

be done decision-making and predict the effect the 

decision[3]. There are three types of the method used to 

identify patterns in data: 

1. Simple model (query SQL based, OLAP, human 

considerations) 

2. The Model (regression, decision trees, clustering) 

3. The complex Model (network of nerves, another rule 

induction).  

In Figure 2 is the step of processing Knowledge Discovery 

in Databases (KDD).  

 
Fig. 2 Step of KDD Process[4] 

 

C. Clustering Method 

Clustering is a process of participant grouping the data into 

classes or cluster the cluster based on a similarity of the 

attribute - the attribute among groups the data. The goal of the 

process of clustering is to group the data into a cluster, so that 

objects in a cluster have a very great similarity with other 

objects on the same cluster, but are not very similar to the 

object on the other clusters. One of the characteristics of 

clustering is good or optimal performance is if the produce 

cluster that contains data with the level of similarity 

(similarity) is high on the cluster and the same level of low 

similarity on different clusters[5].  

Cluster analysis is the analysis of the statistics that aims to 

classify the objects of amatan become some groups based on 

the variables which are observed. The process of clustering 

objects based on the characteristics of the similarity between 

the objects of the object. The object can be in the form of 

products (goods and services), objects (plants or other) 

and(respondents or consumers). The object will be classified 

into one or more cluster (group) so that objects that are located 

in one cluster will have similarities with one another (Johnson 

and Wichern, 2002). Cluster analysis can be applied in the 

field of science,planners of marketing, social and industry[6]. 

 

D. K-Medoids 

K-Medoids algorithm, also known as coupling around 

Medoids. K-Medoids algorithm is the coupling method to 

retrieve the value of the average of the objects in a cluster as a 

point of reference, medoid screened is the object in a cluster is 

the most concentrated[7]. 

Each type of clustering has the advantage and to the 

respective lemahan. Types of clustering is able to deal with the 

influence of outlier namely median, so that they develop an 

alternative method that can group data that contain outlier 

namely k-medoid. 

Outlier according to Johnson & Winchern (1998) is a 

observations on a series of visible data is not consistent sisaan 

from the data. On the analysis of the cluster the existence of 

outlier can cause cluster formed become not representative 

(Barnet & Lewis 1994). 

K-medoid is one of the methods of clustering no 

hierarchical using the median as the center of clusternya. K-

medoid is one of pengclusteran technique that is similar to the 

k-means. But the difference is adequately constructed on the 

k-medoid data/objects selected as the center of the cluster 

(medoid). This method uses the data that is located in the 

middle of the cluster, then this method is more robust against 

outlier compared with k-means method (Kaufman & 

Rousseuw 1990). Medoid can be interpreted as an object of a 

cluster that has an average of the smallest distance to other 

objects, in other words that is the object which is located in the 

middle of the cluster data. This analysis minimize inequality 

had each object in the cluster using the value of absolute error 

(E)[8]. 

           (1) 

                        

Description : 

nc  = number of objects in the cluster to the c 

pic = non medoids object i in the cluster to the c 

Oc = medoids values in the cluster to the c 

 

E. Preprocessing Data 

Before performing the data mining needs to be done pre 

processing to ensure the data will be processed in data mining 

is a good data. The Data quality is less good, can be caused by 

several things namely  
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1. Incomplete: namely data that lack the attribute value or 

only contains data aggregate  

2. Noisy is data that still contains errors and contains data 

that is not fair (Anomalies/outliers) because the data 

collection instruments used may be incorrect, human 

error or computer that occurred at the time of data 

entry, error in data transmission.  

3. Inconsistent, namely data that contains the difference 

in code and the name or in short data not 

consistent[9]. 

In Figure 3 is the step of preprocessing data before 

performing data mining are below.  

 

 
Fig. 3 Preprocessing Data [10] 

 

Preprocessing can be done with some techniques namely 

1. Data Cleaning  

The data cleaning will be done among others fill the 

missing value, identify outlier, handle data noise, corrects 

data is not consistent and complete data redudansi 

problem due to data integration.  

2. Data Integration  

Data integration is a step to combine data from a number 

of sources. Data integration is only done if the data comes 

from different places (source data not only from the 1 

place).  

3. Data Transformation  

Data Transformation namely change a data so that the 

obtained data that is more qualified. That will be done 

among others eliminate noise from the data (smoothing), 

agregation data, generalisation data, normalisation data, 

and the establishment of an attribute/features.  

4. Data Reduction  

The data reduction namely steps to reduce the 

dimensions, or attribute the number of data. That will be 

done among other data aggregation cube,discretisation, 

dimension reduction and data compression[11]. 

   

III. RESEARCH METHODOLOGY 

A. Data Source 

The Data obtained in this research can be grouped into 

two types according to the source of the data the primary data 

and secondary data. The primary data in the form of the data 

obtained from the research is data Disperindag Bali Province 

2012. The following are some of the data used in research.  

 

Fig 4. Disperindag Data 

 

B. Research Variables 

Variable research has special cirri among others have 

variable values that vary the variables distinguish one object 

with other objects and variables must be measured[12]. Some 

of the variables in this research is as follows. 

1. The number of manpower in Bali Province Disperindag 

data 

2. The value of investment in Bali Province Disperindag data 

3. The value of the production in Bali Province Disperindag 

data 

4. The value of raw materials in Bali Province Disperindag 

data 

5. The percentage of export data Disperindag Bali Province 

 

 

C. K-Medoids Algorithm 

The following is the algorithm k medoid[13] 

1. Given k 

2. Randomly pick k instances as initial medoids 

3. Assign each instance to the nearest medoid x 

4. Calculate the objective function 

5. the sum of dissimilarities of all instances to their 

nearest medoids 

6. Randomly select an instance y 

7. Swap x by y if the swap reduces the objective function 

8. Repeat (3-6) until no change 

In Figure 5 is a flowchart of K-Medoid algorithm. 
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Fig. 5 Flowchart of K-Medoid Algorithm[14] 

 

IV. RESULTS AND DISCUSSION 

A. Preprocessing Data  

Data preprocessing process is done using the tool rapid 

miner als. The first step is to take the data that made, or data 

provided by the users can be done with a click the Operator 

tab select Import →Data→Read Excel. This is used to import 

the data owned. There are various kinds of choice adjusted 

with data that has no (in this using Excel). Do Click and drag 

"Read Excel" to play in the process. Then choose the type of 

data cleansing. As seen in the figure 6. 

 
Fig. 6 Preprocessing Data in Rapid Miner 

 

B. Clustering Process 

The following is the process of clustering using k-medoid 

method. In this research done trial clustering with cluster 

number of as much as 2 and the number of the cluster as much 

as 3. This figure with the number of as much as 2 clusters. In 

Figure 7 is an example of clustering process detail in the K-

Medoid method. 

 
Fig 7. Process Clustering  

 

C. Clustering Results 

The following are the results of the process of clustering 

using k-medoid.  

 
Fig 8. Clustering Result 

 

The results of clustering with the number of cluster 2 

produces the first group contains 3 members, the second group 

contains 307 members. The results of clustering with the 

number of cluster 3 produces the first group contains 85 

members, the second group contains 222 members and the 

third group numbered 3 members. 

 

D. Cluster Evaluation Method 

Purity method are cluster evaluation method used to 

calculate the purity of a cluster which represented as members 

of the cluster are the most appropriate (suitable) in a class[15]. 

The value of purity is closer to the value of 1 indicates the 

better cluster obtained. 

         (2) 

 

Where  = {w1,w2,… wk} is the set of clusters and C = 

{c1,c2,…cj} is the set of classes. 

 

Cluster no  Cluster_0  Cluster_1  

1  3  -  

2  -  307  

Purity = 1  
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Purity = (1/310) x (3+307) 
    = (1/310) x 310 

  = 1 
 

Cluster no  Cluster_0  Cluster_1  Cluster_2 

1  85  -  -  

2  -  222  -  

3  -  -  3  

Purity = 1     

  
Purity = (1/310) x (85+222+3)      
           = (1/310) x 310 

       = 1 
 

The value of the purity of 1 meaning that the quality of 

the cluster that is formed in this research can be said to have 

been good and there are no errors in the classification of data.  

  

V. CONCLUSION AND FUTURE WORKS 

The conclusion obtained from the research done is as 

follows the results of clustering with the number of cluster 2 

produces the first group contains 3 members, the second group 

contains 307 members. The first group are classified as 

productive because it has a combination of the value of the 

production of the most high 

The results of clustering with the number of cluster 3 

produces the first group contains 85 members, the second 

group contains 222 members and the third group numbered 3 

members. The third group are classified as productive because 

it has a combination of the value of the production of the most 

high 

The results of clustering have the quality of purity worth 1 

means good cluster quality. 

For future research can combination k-medoid method 

with another method to produce better cluster.  In addition, 

future research can implement k-medoids method in web 

application that responsive in mobile application too. 
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