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Abstract 
 
Typhus and dengue fever are diseases that often occur in Indonesia. The spread of these two 
diseases is relatively fast with similar symptoms. This could be a fatal thing if there is a misdiagnos is . 
Therefore, an application was developed to assist in the classification of typhus and dengue fever 
based on the patient's clinical symptoms using the PNN (Pseudo Nearest Neighbor) algorithm. This  
application receives input in the form of clinical symptoms experienced by the patient, then a 
preprocessing process is carried out to convert user input into discrete data, and the results are 
processed in classification using the PNN method. From the validat ion process with 5-fold cross 
validation obtained the best k value is k=6. Then, the accuracy testing process concluded that the 
accuracy of the classification process for typhus and dengue fever with the PNN method is  68,97%. 
Then, from 25 respondents in the user acceptance test obtained that 88.4% of respondents s trongly 
agree with the application design, 87.6% respondents strongly agree with the ease of application, and 
86.6% respondents strongly agree with the efficiency provided by the application. 
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1. Introduction 

Typhus and dengue fever are public health problems that often occur in Indonesia. The spread of the 
virus from these two diseases is relatively fast, so the number of people with typhus or dengue fever 
tends to increase every year. In addition, the symptoms possessed by typhus or dengue fever also 
have similarities with each other. This can be fatal to the patient if an error occurs in the diagnosis.  
Therefore, a classification system was built on whether the patient had dengue fever or typhus based 
on the clinical symptoms experienced by the patient. 

In this study, classification is done by applying Pseudo Nearest Neighbor in the process of diagnosing 
patients according to their clinical symptoms. Pseudo Nearest Neighbor (PNN) is a variant of the kNN 
algorithm that improves accuracy on small data. The PNN algorithm uses a combination of the 
weighted k-NN and the k-NN closest local average method [1]. PNN classifies by calculating the total 
distance between the test data and the k closest neighbors in each class by weighting proport ionally 
based on the distance, then the class with the smallest total distance will be used as the class label 
[2]. In a study conducted by [1], it was discussed about the application of the PNN algorithm for the 
credit score classification of borrowers at banks. In this study, the smallest error range produced by 
the PNN algorithm was 20.75% with a value of k = 13. 

Based on the research above, a classification system for typhus or dengue fever was built  based on 
the clinical symptoms experienced by patients using the PNN (Pseudo Nearest Neighbor) algorithm. 
This research is hoped can help doctors and medical personnel to diagnose diseases based on 
clinical symptoms experienced by patients. 
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2. Research Methods 

The research begins with the literature study to find related references for this study. After that, it 
continued with the process of collecting data in the form of disease medical record data. Then based 
on the literature study, an application was built to classify typhus and dengue fever. The system that  
has been built is tested using the specified test method. And then the results of the tes ting process 
will be used as a conclusion in this study. 

 

Figure 1. Research Flow 

2.1. Research Data 

This research used primary data in the classification process. The data collected for this research is  
clinical symptoms of patients with typhus, dengue fever, and several diseases that have similar 
symptoms to typhus and dengue fever. Then the data collected was divided into 80% of training data 
and 20% of test data. 

2.2. Preprocessing Data 
After all the data is collected, the research data was converted into discrete data using the ordinal 

encoding method. Ordinal encoding is a method used to convert categorical data into numeric data. In 

ordinal coding, each category is converted to an integer. This will have no effect on the number of 

categories, but only implies the order of the categories [3]. The purpose of this stage is to adjust  the 

data so that it can be used in the classification process with the Pseudo Nearest Neighbor (PNN) 

algorithm. 

2.3. K-Fold Cross Validation 

K-Fold Cross Validation is one of the most used validation methods. It divides the data to be t raining 

data and testing data[4]. Training data is used to learn the data’s pattern, and the testing data is used 

to validate the model. The data is divided into similar amounts and then trained and tested in the k 

iteration, as in Figure 2. Researchers commonly used k=5 or k=10 to get a not-biased model [5]. 

 

Figure 2.  Illustration of 5-Fold Cross Validation 

2.4. Pseudo Nearest Neighbor Algorithm 

Pseudo Nearest Neighbor (PNN) is a variant of K-Nearest Neighbor which is developed from the 
Weighted k-Nearest Neighbor (WkNN) and local mean-based k-Nearest Neighbor (LMkNN) [1] . PNN 
calculates the total distance between k nearest neighbors  in each class and test data with 
proportional weighting based on distance and concludes with the closest distance as the class for the 
test data [2]. PNN calculates the total distance from the test data with the number of k nearest 
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neighbors in each existing class with proportional weighting based on distance, then the class is 
determined based on the total closest distance obtained.  

 

Figure 3. Classification with PNN 
 

Based on the classification in Figure 3, a multi-label classification process was carried out to 
determine whether the patient had typhus, dengue fever, had both diseases, or other diseases.  The 
multi-label classification flow can be seen in Figure 4. 

 

Figure 4. Multi Label Classification 
In the multi-label classification, classification process is held twice. First classificat ion to determine 
whether the test data was classified as typhus or not, and the second process is classification to 
determine whether or not the test data was included in dengue fever. From each processes the output 
produced is in the form of a value of 1 or 0 for each label being tested. The output in each label will be 
recorded, so, the conclusions obtained in the form [1,1] for patients with typhus fever and dengue, 
[1,0] or [0,1] for patients who have one of the two diseases, and [0, 0] for patients who do not  suffer 
from typhus or dengue fever.  

2.5. System Development Method 

The system was developed using the waterfall model. This model was used because the system 
requirements are clear, the possibility of changes in system requirements is  small,  and this model 
only requires small resources in its implementation [6]. Waterfall method include analysis,  des ign,  
implementation, testing, and maintenance. 

 
Figure 5. Waterfall Model 

a. Analysis 
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The first step in waterfall model is analysis phase. Analysis phase is a description of the 
behavior of application to be developed. This step describes functional and non-functional 
requirements.  

1. Functional requirements 
Functional requirements are the requirements that will be implemented into the system. 
The functional requirements that will be made are as follows: 
 

Table 1. Functional Requirements 
 
 
  

 
 
 

 
 
 

2. Non-functional requirements 
The non-functional requirements that will be made are as follows: 
 

Table 2. Non-functional Requirements 
 
 
 
 
 
 

b. System Design 
The Unified Model Language (UML) was used to design the system. UML allows developers  
to easily make the systems blueprint, so it is easy to understand and it could be an effec t ive 
way to communicate the system design to the others [7]. UML has several diagrams for the 
developers, some of them are use case diagram, activity diagram, and sequence diagram. 

1. Use Case Diagram 
Use case diagram is a representation of functional requirements, so the system will be 
easily developed. In another word, a use case diagram is an explanation of system 
function from the user’s side [8]. So, use case diagram can describe the interaction that 
happens between the user (actor) and the system. 

 

Figure 6.  Use Case Diagram 
 

2. Activity Diagram 

No Requirements User 
1 Login and logout Admin & Petugas 
2 Admin can add new petugas, delete petugas, 

and access list of petugas 
Admin 

3 Use disease prediction feature and access 
the result 

Petugas 

4 Access patient list and patient details Petugas 

No Requirements 
1 Only the registered users who can access the system 
2 System can be accessed 24 hours 
3 Web based system 
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An activity diagram is a description of the activity flows that happen in the system[7].  It  is  
also describing how the activities started, the decision that might happen, and how it 
ended.   

 

Figure 7.  Activity Diagram 
3. Sequence Diagram 

Sequence diagram is an interaction diagram that describes the order of the system events. 
So, in the sequence diagram, the interaction between object/class has been described and 
it also indicates the communication that happens in the system [8].  

 

Figure 8.  Sequence Diagram 

2.6. Testing 

a.  Accuracy Testing 

Accuracy testing is carried out to find out how much accuracy is produced by the classification 
system for typhus or dengue fever with the PNN algorithm [9]. The accuracy rate is obtained 
by dividing the correct predictions by the number of the test data, the result obtained would be 
in the form of a percentage. To calculate the level of system accuracy, the following formula is 
used:  

𝑃(𝑃𝑁) =  
𝑃𝑛

𝑛
 × 100%  (1)  

Explanation:  

 P(PN) = Accuracy rate  
 Pn = The number of classification results by the system that deserves to be true 
 n  = Number of data tested  

b.  User Acceptable Test (UAT) 
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User Acceptance Test is carried out to find out what the system was doing, and to know the 
system assessment based on the end-user's point of view [10]. In this study, end-users are 
asked to use the system that had been built, then end-users are asked to answer a 
questionnaire regarding user ratings of the system with the linkert scale [11]. 

Table 3. Linkert Scale 

  
 

 
 
 
 
 

Then the questionnaire result is calculated as follows: 

𝑃 =  
∑ 𝑓 × 𝐿𝑠

𝑛 × 5
 × 100%       (2) 

Explanation: 
P = Percentage 
Ls = Linkert Scale 
f  = frequent of the answer to be choose 
n = total respondent  
After the percentage calculation, the conclusion of UAT process obtained as Table 4 [11]. 

Table 4. UAT Result 

Percentage  Conclusion 

0% - 20% Strongly Disagree 

21% - 40% Disagree 

41% - 60% Neutral 

61% - 80% Agree 

81% - 100% Strongly Agree  

 
3. Result and Discussion  
3.1. Data Collection 

This study used primary data in the form of clinical symptom data of typhus pat ients,  dengue fever 
patients, and several other diseases in 2020 and 2021 which were obtained from the patient's medical 
record book at Buleleng District Public Hospital. From the data collection process, 290 data were 
obtained in the form of categorical and numerical data. Then the clinical symptoms data of each 
patient will be processed to be used in predicting the patient's disease.  
3.2. Preprocessing 

After the data has been collected, the preprocessing stage then carried out. Attributes with categorical 
data type are converted into discrete data, using the LabelEncoder method found in the Scikit  Learn 
library. From the results of preprocessing obtained datasets that are ready to be used in the 
classification process with the PNN method. 

 

Figure 9.  Preprocessing  

Statement Scale 
Strongly Disagree 1 

Disagree 2 
Neutral 3 
Agree 4 

Strongly Agree 5 



Jurnal Elektronik Ilmu Komputer Udayana                                                       p-ISSN: 2301-5373 
Volume 11, No 1. August 2022                                     e-ISSN: 2654-5101 

 

153 
 

Figure 9 shows the result of preprocessing process. All of the categorical data were converted into 

discrete data, so the data could be used in the calculation of PNN algorithm.  

3.3. Model Validation with K-Fold Cross Validation 

This research implemented 5-fold cross validation in the validation model process with 232 t raining 

data. To validate the model, 232 training data were divided into 5 similar sets and then were t rained 

and tested in 5 iterations. To obtained the optimal accuracy, this research tested the value of k=1 until 

k=10.  

Table 5. 5-Fold Cross Validation Result 

K 
Accuracy in every iteration (%) 

1st 2nd 3rd 4th 5th Average 

1 19,57 34,78 17,39 23,91 23,91 23,91 

2 21,74 23,91 19,57 17,39 21,74 20,87 

3 23,91 19,56 26,09 21,74 17,39 21,74 

4 21,74 28,26 17,39 26,09 17,39 22,17 

5 34,78 21,74 32,6 21,74 28,26 27,83 

6 28,26 30,43 19,56 32,6 30,43 28,26 

7 34,78 26,08 26,08 32,6 13,04 26,52 

8 17,39 17,39 23,91 17,39 30,43 21,3 

9 17,39 17,39 28,26 32,6 23,91 23,91 

10 15,21 17,39 19,56 30,43 28,26 22,17 

 

From the Table 5, the optimal accuracy of the PNN is obtained by k=6 with an average accuracy of 

28.26%. So that PNN algorithm with parameter k=6 is used as a model for the application in this 

research.    

3.4. System Interface 

Implementation of the system interface was done by doing the coding process using HTML, CSS, 
JavaScript, and the Bootstrap framework. The result of the interface system are petugas login, home 
page, prediction, prediction result, prediction history, admin login, admin homepage, list of petugas,  
and add petugas. There are some of the application’s interface that has been deployed.  

 

Figure 10. Prediction Interface 

Figure 10 is where Petugas do the prediction. In this page, Petugas need to fill patient’s ident ity and 

symptoms. After all of the columns was filled by Petugas, then Petugas need to click ‘Prediksi; button 

to do the prediction. 
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Figure 11. Prediction Result Interface 

Prediction result page contains information about the prediction result done by Petugas. In this 

application there are four types of output, first 'TF' which means typhus, the second one is 'DHF' 

which means dengue fever, then there is 'Penyakit Lain' which is mean the patient neither has typhus 

or dengue fever, and the last one is 'TF dan DHF' which is mean that the patient suffers  typhus and 

dengue fever. 

 
Figure 12. Prediction History Interface 

Prediction history page contains all the prediction that has been done by Petugas.  From this page,  

Petugas can access the patient’s detail by clicking the button in the right columns.   

 
Figure 13. Petugas List Interface 

Figure 13 is a page of list Petugas. From this page, Admin can see Petugas information, add new 

Petugas, and delete Petugas. Admin can click the '+Petugas' button to add new Petugas and has to 

click the trash icon to delete Petugas. 
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3.5. Testing Result 

a. Accuracy Testing 
After the PNN algorithm has been successfully implemented in the system, an accuracy test  
is carried out to determine how accurate the application can classify patient’s diseases. In this 
process, all of the 290 data that have been collected were divided into 58 test  data and 232 
training data. This process calculates the result by dividing the total correct predictions of the 
application by the total test data used. From the testing process, the accuracy obtained from 
the implementation of PNN with k=6 as the model in the application is 68.97% with total 40 
correct predictions by the application.    

b. User Acceptance Test (UAT) 
User Acceptance Test is carried out to know how users’ perception of the application that was 
developed.  In this research, there were 25 participants in the UAT process. The partic ipants 
of this test are doctors and nurses. In this test, the participants managed to answer a 
questionnaire in Google Form about their perception of the developed system. There were 
some statements about the user perception in the questionnaire, which the participants must  
respond to whether they agree or disagree with the statements, using the rating scale in Table 
3. From the UAT process obtained a result as follows: 

Table 6. UAT Score 
 

Based on the questionnaire’s result that has been carried out from 25 respondents, the 
average percentage value of the three indicators, namely design, easiness, and efficiency are 
as follows. 

Table 7. Conclusion of UAT 

 
 

 
 
 
 
 

In Table 7, it is known that from 25 respondents in the user acceptance test obtained that 
88.4% respondents strongly agree with the application design, then 87.6% respondents 
strongly agree that the application is easy to use, and 86.6% respondents strongly agree with 
the efficiency that given by the application. 

 
4. Conclusion 

This research succeeded in classifying typhus and dengue fever with the Pseudo Nearest  Neighbor 
(PNN) algorithm. This research used a total of 290 data that divided into 232 training data and 58 tes t  
data. To get the most optimal result, this research used k-fold cross-validation to validate the best  k 
value in the PNN algorithm. From the 5-fold cross-validation process, the best k in the range k=1 unti l  
k=10 is k=6, with an average accuracy of 28.26%. After the application was successfully built, several 
testing processes were carried out to find out how well the application could work. An accuracy test  
was carried out with 58 test data and the best accuracy rate obtained from the PNN model in this 
application was 68.97%. Then, from 25 respondents in user acceptance test obtained that 88.4% of 
them strongly agree with the application design, 87.6% respondents strongly agree with the eas e of 
application, and 86.6% respondents strongly agree with the efficiency provided by the application. 

Code Indicator 
Score 

Total 
Score 

% 
SD (1) D (2) N (3) A (4) SA (5) 

P1 
Design 

0 1 1 10 13 115 92,0% 
P2 0 0 6 7 12 106 84,8% 
P3 

Easiness 
0 0 3 8 14 111 88,8% 

P4 0 0 4 9 12 108 86,4% 
P5 

Efficiency 

0 0 6 5 14 108 86,4% 
P6 0 0 5 6 14 109 87,2% 
P7 0 0 3 7 15 112 89,6% 
P8 0 0 4 12 9 105 84,0% 

Indicator Percentage (%) Description 

Design 88,4% Strongly Agree 

Easiness 87,6% Strongly Agree 

Efficiency 86,8% Strongly Agree 
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