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Abstract 
 
Assesments are required in order to evaluate the performance of students. A typical method of 
learning assesments in class is by examination. An essay type exam is a form of assesment where 
there are no answer choices provided and generally applied to measure the students’ level of 
understanding of the knowledge. To asses the quality of the essay answers manually is a subjective 
task as well as time consuming. In this reasearch, we propose an automatic method of assessing 
essay answers by applying the cosine similarity method.  
In this research, the students’ answer document and the correct answer document are used as input. 
Both documents are then preprocessed and represented in vector form using word2vec. We then 
measure the similarity between the documents by calculating the cosine similarity of the two vectors. 
The cosine similarity values are converted back again and used as the final grades. The results of the 
final grade are then compared to the values given by the instructor to show accuracy of the proposed 
approach.  
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1. Introduction 

To measure the performance of students requires an assessment. Assessment is considered as one 
of the main components in learning in class to help students in the learning process. One way of 
assessment in learning in class is by examinations. The types of exams commonly used in every 
teaching and learning process are multiple choice, true or false, and essays. In the world of 
information technology today, practical testing methods have been developed that can be accessed 
using a computer or laptop, that is, by online examinations. The use of the web as a means to take 
exams can be a technological revolution of examination. However, what is widely used and developed 
at this time is only a multiple choice type test and true or false. Until now no one has made an online 
essay type test (essay), and there are not many methods used for the assessment of item type 
description. The question used is a matter whose answer uses text and does not use mathematical 
symbols. 

Essay type test is a form of evaluation where answer choices are not provided, besides essay tests 
also require better understanding and are used to measure a person's level of understanding of a 
science in more depth. This type of test remains the teacher's choice to evaluate the level of students 
'understanding ability even though in reality it is not easy to provide an objective assessment of 
students' answers. 

Teachers need a lot of time to check essay answers, the more the number of exams and the large 
number of students taking the exam, the more the number of exams corrected by the instructor. This 
causes the quality of the assessment to decline and sometimes the assessment is no longer 
consistent. 

Cosine Similarity method is a method to calculate the similarity or similarity of two documents. To 
equalize the frequency of each word contained in an existing sentence the Tf or Term Frequency 
equation is used, Term Frequency is a factor that determines word weight based on the number of 
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word frequencies in a document. The value of the number of occurrences of a word (tf) is calculated 
in giving weight to a word. The greater the number of occurrences of a word (high tf) in a document, 
the greater the weight in the document or will provide greater conformity values (Yates, et al., 1999). 
This method aims to equalize the two sentences in a document that will be compared, then the results 
of the comparison will be used as similarity values. 

There are several studies related to the issue of automatic assessment of essay answers, such as in 
a journal entitled Pre-Processed Latent Semantic Analysis For Automatic Essay Grading[3]. Where in 
this journal the author makes automatic essay evaluations using Latent Semantic Analysis. Where 
before the text was given a score, the text was processed first using synonym checking. The 
calibration process is carried out to handle various possible correct answers and help simplify the 
term matrix. In this journal, the implementation of the approach is carried out using Java Programming 
Language and WordNet as a lexical database to search for synonyms of each given word. The 
accuracy obtained by applying the model is 54.9289%. 

In another journal entitled Application of Automatic Essay Test Assessment Using the Cosine 
Similarity Method[2]. Cosine similarity method has been implemented where the calculation of 
similarity or similarity of two documents, namely student exam answers documents and key 
documents teacher answers. To equalize the frequency of each word contained in a sentence, use 
the Tf or Term Frequency equation, Term Frequency is a factor that determines the weight of words 
based on the number of word frequencies in a document. Based on the results of the study that the 
automatic essay grading system using the cosine similarity method has been running well for essay 
exams in English. The trial results show the suitability of the system value with the value given by the 
instructor is an average of 89.48%. 

Word2vec Analysis for the Calculation of Semantic Similarities between Words[5]. This journal word 
representations have been done using Word2vec method where this is done to calculate the semantic 
similarities between words. In this research, the calculation of semantic similarity between words for 
English is carried out. The corpus used in this study were Brown Corpus, Corpus News, and Harry 
Potter Corpus. The document was converted into vector form with Word2vec. Then the semantic 
similarity value generated from the vector is compared with the SimLex999 Gold Standard dataset to 
measure the correlation value. The test results show that the measurement of Word2vec produces a 
correlation of 0.192 with the calculation of Pearson correlation 

 

2. Reseach Methods 

Research Design The research design to be used in this study is as shown in Figure 1. 
 

 
 

Figure 1. Research Design 
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Figure 2. Flowchart Pre-Processing 

 
Based on the system design above, there are several things that must be done in the system, namely 

A. Pre-Processing 
In this stage all documents entered into the system will be preprocessed. At this stage all 
documents entered must be in the form of *. Txt files, if the documents entered are in * .pdf 
format, then a library that is needed to extract pdf is needed. The next stage is separating 
each word in the sentence based on spaces, later, tabulations, periods (.) And commas (,), 
this technique is often called tokenization. After all the words in the document are successfully 
separated, the next is to throw words that are included in the stopword list. When separating 
words in documents often find many words with high frequency but do not have important 
meaning to be drafted, these words are usually entered into the list of stopword words, for 
example, the word 'and' this word is a word included in the list stopword. Next is stemming, in 
this stage the system will search for the basic words of each word found. In this study, at the 
stemming stage, it is useful to search for the basic words of each word found. 

B. Word2vec 
Word2vec is used to convert words into vector shapes in order to find the value of the 
proximity of vectors between words. The sequence of Word2vec processes can be seen in 
Figure 3 below. 

 
Figure 3. Flowchart Word2Vec 

1. Reading the corpus The system reads the entire contents of the corpus data that has been 
done the preprocessing process. Where the data read is in the form of words in a sentence 
that has been converted into an array 
2. Model Making 
• Build context of word pairs from corpus data based on the number of window sizes. In the 
previous study stated that window size 5 has optimal results. 
• After that, training to convert data into one-hot-vector format. This is done to change the 
shape of each word in the dataset into a binary vector. 
• The next step is the system to train the model to predict input word vectors based on the 
context of the surrounding words with one hidden layer and 300 vector dimensions because 
in previous studies it was said that the vector dimensions have optimal results. 
• From the hidden layer the output matrix is generated, then the matrix is changed with the 
Softmax function to get Word Vector. 
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3. Word Vector 
After the modeling process is complete, the system generates vectors of each word from the 
corpus data. In Word2vec, each word can have more than one vector, because every word in 
a sentence has a different context. 
4. Calculation of similarity using cosine similarity 
This stage calculates the similarity of students' essay answers with the key answers lecturers 
have, using the following equation. 
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at this stage only comparing two documents. At this stage it produces an output in the form of 
similarity values between the two documents which will then be converted into student 
grades. 
5. Converting Similarity Values into Essay Test Scores 
 
Table 1. Range of student answer scores 

Comparison of score ranges 

Score of similarity Score of human rates 

0.01 – 0.10 10 

0.11 – 0.20 20 

0.21 – 0.30 30 

0.31 – 0.40 40 

0.41 – 0.50 50 

0.51 – 0.60 60 

0.61 – 0.70 70 

0.71 – 0.80 80 

0.81 – 0.90 90 

0.91 – 1.00 100 

 
3. Result and Discussion 
The implementation is carried out with the python programming language, the experiments carried out 
were only carried out on one problem. answer.txt file is the answer key of the problem and the 
result.txt file is the answer entered by the user. The following are examples of key answers and 
answers entered by the user: 

 
The data is one example of the data displayed to show the results of preprocessing, then the word is 
represented by Word2vec and form a wordvector, then the two documents are calculated using the 
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cosine similarity method. The following is an example of the results of preprocessing data:

 
 
Word2vec is used to convert words into vector shapes in order to find the value of the proximity of 
vectors between words[5]. 

 
After that, the calculation of text similarity with Cosine similiarity is calculated and the result of the 
value is converted again to the final value in accordance with the previous range of values. 
Each value obtained by the system is compared with the value given manually by the student and a 
comparison is obtained as shown below. 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Comparison graph of assessment results 
The results obtained correspondence between the results of assessments carried out manually by 
humans with assessments carried out by the system is an average of 89.48% with the smallest 
similarity value of 67%. 
4. Conclusion 

• The system can provide a final value based on a range of values from cosine similiarity 

• Word Representation can use Word2vec Representation for cosine similiarity calculation 

• This research has been able to match the same words or sentences on student test results 

• The resulting similarity value has been converted into student grades based on a predetermined 
range. 

• The system can provide a final value based on a range of values from cosine similiarity 

• Word Representation can use Word2vec Representation for cosine similiarity calculation 

• Based on the results of the trials that have been carried out it can be concluded that the suitability 
between the manual scores performed by the instructor compared to the system score is an average 
of 89.48% 
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