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Abstract

Geguntangan is pesantian in religious ceremonies in Bali accompanied by gamelan music. The human sense of hearing tends to have limitations, which causes not all vocals mixed with gamelan to be heard clearly. Therefore we need a system that can be used to separate vocals with gamelan in the geguntangan. Separation of sound sources is categorized as Blind Source Separation (BSS) or also called Blind Signal Separation, which means an unknown source. The algorithm used to handle BSS is the Fast Independent Component Analysis (FastICA) algorithm with a focus on separating the sound signal in a wav-format sound file. FastICA algorithm is used for the sound separation process with the value parameter used is Mean Square Error (MSE). From the simulation results show the results of MSE calculations using the mixing matrix \([0.3816, 0.8678], [0.8534, -0.5853]\) obtained the results for the FastICA method, the MSE value is \(3.60 \times 10^{-5}\) for the vocal and \(1.71 \times 10^{-6}\) for the instrument.
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1. Introduction

Geguntangan is pesantian in religious ceremonies in Bali accompanied by gamelan. Geguntangan often used in religious traditions to accompany the ceremony and also for public entertainment. However, the voice mixed between vocal and gamelan causes difficulty in learning the vocal in the geguntangan.

The human sense of hearing tends to have limitations, which causes not all vocals mixed with gamelan to be heard clearly. Therefore we need a system that can be used to separate vocals with gamelan in the geguntangan. Separation of sound sources is categorized as Blind Source Separation (BSS) or also called Blind Signal Separation, which means an unknown source \([1]\).

BSS is a way to separate the mixed signals into several forming signals, without information about the number of signal sources, or the process of mixing the signals. BSS utilizes the different signal characteristics before the sensor is detected and the information obtained due to differences in the angle of arrival and distance of the sensor. The sensor used is a microphone. There are two techniques in recording sound, namely, single-channel and multichannel. Single-channel is a recording technique that uses a single sensor, and multichannel is a recording technique that uses more than one sensor.

The algorithm used to handle BSS is the Fast Independent Component Analysis (FastICA) algorithm. This algorithm focuses on the separation of sound signals in a Wav format sound file that has two or more sounds mixed so that separate sound results are recorded. The reason for using the wav format is that the wav format file contains sounds that are not compressed \([2]\).

This research uses the FastICA Algorithm. FastICA algorithm can distinguish the elements or components of the signal mixture independently \([3]\), which in this research uses only two sound sources, namely vocal sound signal and instrument. Before doing the FastICA process, the first thing to do is to do some pre-processing. Pre-processing in question is centering and whitening.
Besides that, there is a Non-negative Matrix Factorization (NMF) algorithm, which can also be used in Blind Source Separation (BSS). NMF can process data on a large scale using a matrix factorization model compared to the classical algorithm. Some of the advantages of NMF are easy implementation, good interpretability of decomposition results, and small storage space [4]. Most of the research on the NMF method to overcome the limitations of the NMF method, namely the fact that NMF is a temporal magnitude model only [5].

Another algorithm commonly used to handle the Blind Source Separation (BSS) approach for signal processing problems is the Sparse Component Analysis (SCA) algorithm. SCA utilizes less signal to extract the source and has higher precision in terms of signal separation. If the signal source has a Gaussian distribution, which is a noise model that follows a standard normal distribution with zero averages, the SCA can still extract rare sources effectively. SCA is also a promising approach for BSS when there are fewer sensors from the source [6]. But, FastICA can separate more effectively than SCA because the FastICA algorithm can define how many and what specifically source will be separate by using mixing matrix.

The FastICA algorithm is used for the sound separation process with the value parameter used is Mean Square Error (MSE) or see the similarity between the output results with the input selected to test the sound output results. In speech signal recognition, the process of verbally listening to the output results compared to voice input is used to measure the parameters of success. Besides that, by comparing the input and output signals, it can be seen the results of the sound separation process.

2. Related Work

Blind Source Separation is one way to blindly separate a mixed-signal into several forming signals [7]. BSS is one of the techniques used to obtain sources from blind mixing. Because every mixed component can be reconstructed again into its constituent signals, many algorithms can be used to solve problems in Blind Source Separation.

FastICA algorithm in its testing of Blind Source Separation is better than the ability of the PCA algorithm, and NMF [8]. In testing the algorithm to determine a superior algorithm between FastICA, PCA, and NMF using the parameters of signal to interference ratio (SIR), signal to distortion ratio (SDR) and signal to artifact ratio (SAR). The greater the value of the parameter, the better the algorithm used for the BSS method, and vice versa. By using the three parameters, the FastICA method is superior to the other two methods tested.

There are two types of sound sources used in the FastICA Algorithm, namely single-channel and multichannel. FastICA can run using both kinds of sound sources by modifying it with FSS-Kernel (Finite Support Samples Kernel), where nonlinear functions are replaced with PDF (Probability Density Function). The results of the study are that FastICA with FSS-Kernel modification can effectively separate sound sources with more than one mixed-signal [9].

FastICA can be used to improve sound quality by reducing noise or noise in an audio signal. This can be done by separating noise with sound signals. Another method that is usually used to improve the quality of sound signals from noise is the Butterworth method. The results of this study found that the results of the separation using the FastICA algorithm are better in separating noise with sound signals compared to Butterworth [10].

3. Literature Review

3.1. Geguntangan

Geguntangan is a pesantian accompanied by gamelan which is usually used in religious events in Bali. In Bali, there is a diversity of gamelan instruments and the principles of playing them. Based on the criteria applied, the types of instruments, and the playing style can be divided into ± 25-30 genres of shaking. Bali has a strong character; the most prominent is the fast rhythm of music; this is because there is a small cymbal shaped device called Ceng-Ceng. Ceng-ceng is an instrument that sounds loud and is played very fast.

3.2. Noise

Noise can be defined as an unwanted signal that appears in communication, measurement, perception, or processing of a signal that contains information. The success of a noise processing method depends on its ability to characterize and model the noise process and to use noise characteristics advantageously to distinguish signals from noise.
3.3. Sound Signal Processing of Geguntangan

In analyzing signals, several processes are needed, including the process of normalization, feature extraction, and classification. Feature extraction or identifier retrieval can be done in the time domain and frequency domain. The following is an explanation of several signal processing techniques.

3.3.1. Blind Source Separation

Blind Source Separation is one way to blindly separate a mixed-signal into several forming signals [7]. BSS is one of the techniques used to obtain sources from blind mixing. Because every mixed component can be reconstructed again into its constituent signals. The number of acoustic signals can be formulated:

\[ x(t) = A'Z_n(t) + n(t) \]

Where \( x = [x_1, x_2, \ldots, x_m] \) is a vector that represents the measured signal \( x_i \). \( z = [z_1, z_2, \ldots, z_n] \) are vectors that represent sources. \( A \) is the sum matrix that occupies the full column. BSS is used to find the \( A^{-1} \) matrix because \( A^{-1}x \) is the same as the \( z \) source matrix with measured \( x \).

3.3.2. Mean Square Error (MSE)

MSE is a method for measuring the difference between the estimator (reconstruction signal) and the true value (baseline signal) of estimated strength. By calculating the value of MSE, the difference between the original signal and the reconstruction signal will be obtained, which can be shown in the equation below [11].

\[ MSE = \frac{1}{2} \int (S - S_n)^2 dt \]

3.4. Pre-processing

Before doing the FastICA process, the first thing to do is to do some pre-processing so that the FastICA process can run well. Two types of pre-processing in question are centering and whitening. The centering process is the process of centralizing the data, which makes the mixed-signal value \( X \) into a mixed-signal which has a mean of zero. Centering formula:

\[ X_c = x - m \]

Next, from whitening, we get a new vector whose variance is equal to one. The formula for whitening is as follows:

\[ X_w = Vx \]

Where \( X_w \) is the whitening mixing matrix, \( V \) is the whitening matrix with the equation:

\[ V = ED^{-1/2}E^T \]

\( E \) is the orthogonal matrix of the eigenvector \( E \) \{\( x^T \)\}, and \( D \) is the diagonal matrix of the eigenvalue.

3.5. Fast Independent Component Analysis (FastICA)

Fast Independent Component Analysis (FastICA) is the most widely used technique for solving problems from Blind Source Separation (BSS). The general model of FastICA is a source generated through a linear transformation in the presence of additional noise. Suppose there are independent statistical signals \( N, s_i(t), i = 1, \ldots, N \) with the assumption that the source cannot be directly observed and each signal \( s_i(t) \) is a realization of the probability distribution at time \( t \). Through observation on the \( N \) sensor then obtained a set of \( N \) observation signals \( x_i(t), i = 1, \ldots, N \), which is the result of mixing from the source. A fundamental aspect of the mixing process is that sensors must be separated so that each sensor records mixing differently. That way the mixing process according to Ganesh R. Naik and Dinesh K Kumar can be modeled with the following matrix:

\[ t = As(t) \]

In the equation above, \( A \) is the mixing matrix, and \( x(t), s(t) \) are two vectors representing the observed signal and the source signal. Indirectly this is what is meant by the blind, i.e., and there is no information on the mixing matrix and each source. The main goal is to get the original signal \( si(t) \), only from the observed signal \( xi(t) \). Furthermore, to estimate the source can be obtained by first using unmixing matrix \( W \), where \( W = A^{-1} \).
Therefore, the estimated source signal, separate (t) can be obtained from the equation below:

\[ s'(t) = (t) \]  

(7)

4. **Methods**

4.1. **Research Design**

The research conducted is an experimental study comparing MSE on the FastICA algorithm in vocal separation with *gamelan* in the *genguntangan*. The shaking file obtained in the form of wav will be centered and whitened to get a new vector with the same variance as one, finally doing the FastICA process for the centering and whitening vector.

4.2. **Research Location and Time**

This research was conducted at the Network Laboratory of the Informatics Department, Faculty of Mathematics and Natural Sciences, Udayana University for three months.

4.3. **Data Collection Methods**

The tools used in this study include a recorder using a Tascam DR-40 recorder. The first recording is done on the vocal sound, followed by recording the sound of the instrument. The programming language used to process the sound signals of the *genguntangan* is Python, and laptops as a tool to use the software to be used. The data used in this study include vocal recording and its shaking instruments in the wav file format. The amount of data used is 80 data. There are 40 vocal data with different sources, namely two men and two women. Instrument data as much as 40, which is an accompaniment from the vocal Data is collected from vocal retrieval, followed by data retrieval of instruments that have been adjusted to their vocals. Adjust the vocals with the instrument by using a headset on the drummer, and the accompaniment can be harmony with the vocal.

4.4. **Research Stages**

<table>
<thead>
<tr>
<th>Description</th>
<th>Output</th>
<th>Performance Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collection and determination of recorded data.</td>
<td>Information from a recording of a shaking that has a slight other sound disturbance.</td>
<td>The availability of recording data of the <em>genguntangan</em> which has a few different sound disturbances.</td>
</tr>
<tr>
<td>Pre-processing centering on the recording data of the shaking.</td>
<td>Data recording with minimal noise.</td>
<td>Obtained a matrix of data recording with minimal noise.</td>
</tr>
<tr>
<td>Pre-processing whitening on the centering result matrix.</td>
<td>The identity matrix results from the transformation of the recorded signal.</td>
<td>Obtained an identity matrix from the transformation of the recorded signal.</td>
</tr>
<tr>
<td>FastICA process on the pre-processing matrix.</td>
<td>Separate recording signal between vocal and instrument.</td>
<td>Obtained a separate recording signal between vocal and instrument.</td>
</tr>
<tr>
<td>The process of testing the data of FastICA results with MSE.</td>
<td>MSE value as a parameter of the success of the recording signal separation.</td>
<td>Obtained MSE value as a parameter of success in recording signal separation.</td>
</tr>
<tr>
<td>Data analysis.</td>
<td>MSE value information.</td>
<td>Obtained the best algorithm information in signal separation.</td>
</tr>
</tbody>
</table>

4.5. **Pre-processing Data**

4.5.1. **Pre-processing Centering of the Recording *Genguntangan***
Signal recording shakes with the average signal itself to make the average of a data zero. Calculations use functions from python. The results of the centering process are in the form of a matrix.

4.5.2. Pre-processing Whitening of the Recording Geguntangan

The matrix from the centering results will be carried out the process of transforming the data into new data forms in order to obtain the value of the covariance matrix in the form of an identity matrix using the functions contained in python.

4.6. FastICA Process

4.6.1 Mixing Matriks Process

Before the signal is processed using the FastICA algorithm, the previous signal is mixed using a mixing matrix. Matrix mixing is restored in a random manner which is later used to mix vocal signals and instrument signals. The output generated from this process is in the form of vocal signals with mixed instruments.

4.6.2 FastICA

The FastICA process can be illustrated with a flow chart, as shown in Figure 1, with mixed-signal input that has been made with a mixing matrix.

![Figure 1. Flow chart of mixing matrix](image)

In this process, Y values are obtained as estimation signals and W as matrix unmixing. The sound separation process is carried out with the following equation:

\[ Y(t) = W X_n(t) \]  \( (8) \)

To determine the components of the FastICA algorithm, the asymmetrical method is required, the following steps:

1. Determine the number of independent components or variables m.
2. Choose the initial value of the complex vector w, where y is the product of w with x_n.
3. Find the values of g (nonlinearity) and g' using the following equation:

\[ g(y) = y \exp \left( -\frac{y^2}{2} \right) \]

\[ g(y) = (1 - y^2) \exp \left( -\frac{y^2}{2} \right) \]

\( (9) \)

4. Calculate the new w value with the equation:

\[ w \leftarrow E(zg(w^T z)) - E[g'(w^T z)]w \]

\( (10) \)

5. Perform the iteration process as in the following equation:

\[ W \leftarrow \frac{W}{\|W\|} \]

\[ W \leftarrow \frac{3}{2}W - \frac{1}{2}WW^TW \]

\( (11) \)

6. Obtained the value of W or unmixing matrix.

Next, to the equation \( Y(t) = W X_n(t) \) is carried out by entering the value of W to get the estimation signal or Y.

4.7. Testing Method

4.7.1. Testing the Quality of the Results of the FastICA Process with MSE

MSE is a method for measuring the difference between the estimator (reconstruction signal) and the real value (baseline signal) of estimated strength. By calculating the amount of MSE, the
The difference between the original signal and the reconstruction signal will be obtained, which can be shown in the equation below [11]. The variables needed for MSE testing are the amount of data, the original signal, and the estimation signal.

\[ MSE = \frac{1}{n} \int_{t}^{T} (S - S_{e})^2 dt \]  

(12)

4.7.2. Data Analysis

Data obtained from the results of the MSE calculation will determine the quality of the results of the separation. If the MSE value is getting closer to zero, the signal from the separation results is more similar to the original signal, and vice versa.

5. Result and Discussion

5.1. Analysis of Blind Source Separation Simulation Results

To get the results in the form of signal separation from the application of Blind Source Separation is done by python simulation. Figure 3 shows the source signal, the mix, and the results of the separation of the first female voice with the instrument using the FastICA method. The X-axis is time, and the Y-axis is the amplitude of the signal.

![Figure 3](image-url)

Figure 3. Results of plot of vocal source signal (a), instrument source signal (b), mixed signal (c), separation vocal signal (d) and separation instrument signal (e)

5.2. MSE analysis on the application of the BSS Algorithm

Tests of the two methods use the MSE parameter to test the error between signals by comparing the source signal with the signal separation. The smaller the MSE value, the better the method used in signal separation, and vice versa. MSE calculation results using the mixing matrix [0.3816, 0.8678], [0.8534, -0.5853]. Then it is implemented on 80 data, and conclusions are obtained by finding an average of each test result obtained. The following is presented an average of 80 test data results:

<table>
<thead>
<tr>
<th>Person 1</th>
<th>Mixed Source</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source 1</td>
<td>Vocal</td>
<td>2.35861E-05</td>
</tr>
<tr>
<td></td>
<td>Instrument</td>
<td>3.80157E-06</td>
</tr>
<tr>
<td>Source 2</td>
<td>Vocal</td>
<td>3.10381E-05</td>
</tr>
<tr>
<td></td>
<td>Instrument</td>
<td>5.34357E-06</td>
</tr>
</tbody>
</table>
From table 2, it can be concluded for the FastICA method, and the MSE value is $3.60 \times 10^{-5}$ for the vocal and $1.71 \times 10^{-6}$ for the instrument. If the MSE value is getting closer to zero, it shows that the signal from the separation is more similar to the original signal, which indicates the better quality of the signal from the separation. For the grade of MSE value, show in table 3.

### Table 3. Grade MSE

<table>
<thead>
<tr>
<th>MSE</th>
<th>Akurasi Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.15</td>
<td>Very good</td>
</tr>
<tr>
<td>0.15 sampai 0.30</td>
<td>Good</td>
</tr>
<tr>
<td>0.30 sampai 0.60</td>
<td>Buruk</td>
</tr>
<tr>
<td>0.40 sampai 0.60</td>
<td>Very bad</td>
</tr>
<tr>
<td>&gt; 0.60</td>
<td>Unaccept</td>
</tr>
</tbody>
</table>

(Source: Corwin & Lesch, 2016)

6. Conclusion

Obtained MSE calculation results by using a mixing matrix $[0.3816, 0.8678], [0.8534, -0.5853]$ obtained results for the FastICA method, the MSE value is $3.60 \times 10^{-5}$ for the vocal and $1.71 \times 10^{-6}$ for the instrument. The results of the separation depend on the mixing matrix used. If the MSE value is getting closer to zero, it shows that the signal from the separation is more similar to the original signal, which indicates the better quality of the signal from the separation. Can also be seen in table 3, the resulting MSE value can be categorized very good. Because the value of MSE from separating is less than 0.15.
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